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Abstract--This paper presents an algorithm for compensat- 
ing delays that are distributed between the sensor(s), 
controller and actuator(s) within a control loop. This 
observer-based algorithm is specially suited to compensation 
of network-induced delays in integrated communication and 
control systems. The robustness of the algorithm relative to 
plant model uncertainties has been examined. 

1. In troduct ion  
AN EFFICIENT means for realizing Integrated Control Systems 
is to interconnect the spatially distributed components by 
a computer communication network (Ray, 1987). Such a 
network introduces randomly varying delays in the control 
loop, which degrade the system dynamic performance and 
are a source of potential instability. 

This paper considers control systems with distributed 
delays that occur in both measurements and control inputs. 
The plant and controller dynamics at the sample time k are 
modeled as: 

xk+ t = A x  k + BUk_at----plant dynamics with 
delayed control (1) 

Yk = Cxk - s e n s o r  measurement (2) 

wt, = Yk-,,2---'delay ed output (3) 

u k = ~e(Wk)----control function (4) 

where x ¢ R ~, u ~ R ~ and y a R" ,  and the matrices A, B and 
C, are of compatible dimensions; the finite non-negative 
integers A1 and A2 represent the number of delayed samples 
in control inputs and measurements, respectively. The 
control law u k is a linear function of the history W k := {w k, 
wk_ t . . . .  } of the delayed measurements. The objective is to 
construct the control function ~ such that the effects of the 
delays on the control system performance are mitigated. 

A major motivation for considering the delayed control 
system described above is the recent interest in Integrated 
Communication and Control Systems (ICCS) (Ray, 1987, 
1988; Ray and Phoha, 1989; Halevi and Ray, 1988; Ray and 
Halevi, 1988) for applications to diverse processes. Since the 
individual system components in ICCS are interconnected via 
a time-division-multiplexed network, the delays A1 and A2 
in (1) and (3) arise because of network-induced delays 
between the controller and actuator, and the sensor and 
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controller, respectively. Recently Ray and Halevi (1988; also 
Halevi and Ray, 1988) have reported analysis and design of 
ICCS (also described in Ray, 1987, 1988; Ray and Phoha, 
1989) where the delays A1 and A2 are deterministically or 
randomly varying. Necessary and sut~cient conditions were 
obtained for the case of periodically varying delays. The 
problem of delay compensation under the non-periodic and 
random traffic has been discussed in Halevi and Ray (1988) 
and Ray and Halevi (1988), but no specific solution has been 
given. 

Several investigators have addressed the problems of delay 
compensation in closed loop control systems. An intuitive 
approach (Isermann, 1981) is to augment the system model 
to include delayed variables as additional states. Unfortun- 
ately, this renders some of the states uncontrollable even 
when the original system is completely controllable 
(Marianni and Nicoletti, 1973; Drouin et al.,  1985). For the 
case of delayed control inputs, Pyndick (1972) proposed a 
predictor for the optimal state trajectory based on past 
control inputs. Zahr and Slivinsky (1974) considered the 
problem of controlling a computer-controlled system with 
measurement and computational delays. It was pointed out 
that the delays in multi-variable systems may result in: (1) an 
increase in the magnitudes of the transients and poor 
response during the inter-sampling time, (2) loss of 
decoupling between individual SISO control loops although 
decoupling may be restored for a stable process at the 
steady-state, and (3) a possible decrease in the stability 
margin. Their algorithm was verified by simulation but the 
use of an observer to estimate the unavailable states was not 
discussed. 

A significant amount of research work has been reported 
for observer and controller design (Drouin et al., 1985; Bhat 
and Kiovo, 1976; Fairman and Kumar, 1986) for processes 
with inherent constant delays that occur within the process to 
be controlled. In contrast to the system under consideration 
in (1)-(4), such processes are described as follows: 

d x ( t ) / d t  = A x ( t )  + D x ( t  - h )  + G u ( t )  (5) 

y ( t )  = Cx ( t )  (6) 

where h is a constant. By setting G = 0  and D =BK,  
equation (5) reduces to a delayed state-variable-feedback 
system. 

The reported literature in delay compensation does not 
apparently address the problem of distributed delays in both 
the input and output variables, which is the case with ICCS. 
A methodology for compensation of distributed delays, as an 
essential step to ICCS design, is presented in this paper. 

The ICCS network can be designed on the assumption that 
the induced delays are bounded within a specified confidence 
interval. It has been established by several investigators that 
a stable controller designed on the basis of a constant delay 
which is equal to the supremum of the varying delay may not 
ensure the system stability (Halevi and Ray, 1988). The 
proposed delay compensator circumvents the detrimental 
effects of bounded network-induced delays by using a 
multi-step predictor. The key idea in the compensator design 
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is to monitor the data when it is generated and to keep track 
of the delay associated with it. 

This paper is organized in five sections including the 
introduction. The delay compensat ion algorithm in a closed 
loop representation is derived in Section 2 and its application 
is illustrated by simple exper imentat ion in Section 3. The 
analysis of modeling errors for the case of a two-step delay 
compensator,  and their effects on the stability of the closed 
loop control system, are presented in Section 4. Summary 
and conclusions are provided in Section 5. 

2. Algorithm o f  an observer-based delay compensator 
A possible approach (Zahr  and Slivinsky, 1974) for 

compensation of constant  delays that affect the input or 
output variables of a system is to predict the current  output.  
However, if a state-space approach is used for predicting the 
output,  the plant state variables must be obtained first. 
Moreover,  the measurements  might be corrupted with noise. 
In view of the above, we propose to use an observer for 
estimation of the delayed states and then to predict the 
current state using the state transit ion matrix. However,  this 
multi-step observer imposes addit ional dynamics, and hence 
phase lag, to the control system, which may not always be 
desirable; nevertheless,  such a sensitive system is likely to be 
unstable when subject to delays. 

The filtering characteristics of the observer would help 
attenuate the high-frequency noise in the measurements.  If 
the measurement  noise is considerable,  then the proposed 
algorithm could be extended to include a stochastic filter 
(Anderson and Moore,  1979) instead of a deterministic 
observer. Fur thermore ,  a reduced-order  observer or a 
functional observer (Kailath,  1980) can be used to minimize 
the observation lag. 

Now we proceed to formulate a delay-compensation 
algorithm using the concept of the multi-step observer.  First 
we present four lemmas that are necessary to derive the 
algorithm. 

L e m m a  1 
r--2 

Zki =Z, l  1 -- ~ A i L k _ i _ l C e k _ i _ l  f o r r - 2 .  (LI .1)  
t=O 

Proof. The proof of Lemma 1 requires Lemmas 2, 3 and 4. 
We also introduce a definition that will be required to 
establish recursive relations in the lemmas. 

Definition 1 

fk  := Zkll, gk  := Zk[2 

i - 1  
i >- j>-I  G ( k , j ) : = , = o A g , _ i ÷ l  f o r k  

0 otherwise 
] 

' ~ j - > l  F ( k , j ) : = , ~ t A f k - i + ~  f o r k  

0 otherwise. 

By use of Definition 1 and Lemma 2, it follows that 

Zk] r = G ( k  - 1, r - 1) - F ( k  - 1, r - 2). (LI.2)  

Using the expression for G ( . , - )  in Definition 1 in 
conjunction with Lemma 3, i.e. the equat ion (L3.1), we have 

r--2 r--2 

G ( k  - 1, • - 1) = ~ A ~ g j , _ ,  = ~ A' ( f , - i -  L ~ , _ , _ ~ C e , , _ , _ t )  
i = 0  i = 0  
r--2 r--2 

= ~ A'fj ,_ i -  ~ A iLk_ i_ tCek_ i_  v (LI.3)  
iffiO iffiO 

Using the expression for F(. ,  .) in Definition 1 in conjunct ion 
with (L1.3) yields 

G ( k -  l , r - 1 ) = f k  + F ( k -  1, r - 2 )  
r--2 

-- ~ A i L k _ i _ l C e k _ i _ t .  ( L I . 4 )  
t =0  

The proof follows by substituting (L1.4) and the expression 
for f ,  (from Definition 1) in (L1.2). • 

L e m m a  2. Following Definition 1, 

Zk ÷~l,= G ( k ,  r -  1 ) -  F(k,  r -  2). (L2.1) 

Proof. The  identities G ( k ,  1 ) = g k _  l and F ( k , O ) = O  are 
obtained from Definition I. Using (L1.2) in conjunction with 
these identities yields 

zk+,l 2 = G ( k ,  1) - F(k ,  0). (L2.2) 

Using (P3) with r = 3 and r = 2 and subtracting, 

z k + l l  3 -- Z k + l l  2 = A(Zkl 2 -- Zkl 0. (L2.3) 

Using Lemma 3 and (L2.2) in (L2.3) 

zk+~13 = G(k ,  1) - F(  k, O) + A(gk  -- fk) 

= ( G ( k ,  1) + Agk)  -- (F(k ,  O) + Aft,) 

= G(k ,  2) - F(k ,  1). (L2.4) 

The method of induction is now used to complete the proof 
of Proposition I. Using (P3) as in (L2.3) results in 

Zk÷~l,÷l -- Z~,+t I, = A(Zklr -- Zkl,-l).  (L2.5) 

Substituting (L2.1) in (L2.5) 

Zk+tlr+ t -- Zk÷l[ r = A [ G ( k  - 1, r - 1) - F ( k  - 1, r - 2) 

- G ( k  - 1 ,  r - 2)  + F ( k  - 1 ,  r - 3)1 

= A [ G ( k -  1, r -  1 ) -  G ( k -  1, r -  2)] 

- A [ F ( k  - 1, r - 2) 

- F ( k -  1 ,  r -  3)] .  

Setting j = r - 1 in (L4.1) of Lemma 4 and similarly j = r - 2 
in (L4.2), and then substituting these results in the above 
equation, we obtain 

Zk+tlr+ 1 -- Zk+ll , =  [G(k ,  r) - G ( k ,  r -  1)] 

- [ F ( k ,  r - 1) - F ( k ,  r - 2)]  

= [G(k,  r) - F(k ,  r -  1 ) ] -  [G(k,  r -  1) 

- F(k ,  • - 2)]. (L2.6) 

Using (L2.1) in the right hand side of (L2.6) yields 

Zk+llr+ t = G ( k ,  r) - F(k ,  r - 1). • 

L e m m a  3 
zk[ 2 = Zkl 1 -- Lk_ lCek_  t (L3.1) 

or equivalently, gk = fk -- L k - l C e k - l "  

Proof. From (P1), (P2) and (P6), it follows that 

Zkl I --=-- A Z k _ t l  1 + B u k _  1 + L k _ l C e k _  I. (L3.2) 

Also, using (P3), we have 

Zk] 2 = A Z k _ l l  1 + a l l k -  1. (L3.3) 

The proof follows by substituting (L3.2) in (L3.3). • 

L e m m a  4 

G(k ,  j + 1) - G ( k ,  j )  = A [ G ( k  - 1, j )  - G ( k  - 1, j - 1)1 

(L4.1) 

F(k ,  j + 1 ) -  F(k ,  j )  = A [ F ( k  - 1 , j ) -  F ( k  - 1, j -  1)]. 

(L4.2) 
Proof. 

J j-1 
G ( k ,  j + 1) - G ( k ,  j )  = • A 'g ,_ ,+ ,  - ~ A 'g ,_ ,+ ,  

i~o iffiO 

= AJgk-j*  l (L4.3) 
j - I  j - 2  

G ( k  - 1 ,  i )  - a ( k  - 1,  j - 1 )  = Y . . , V g , , _ ,  - y ~  A ' g , , _ ,  
i~O i = 0  

= A i - l gk_ j+ t  . (L4.4) 

(L4.1) is obtained by substituting (L4.4) into (L4.3). The 
proof  of (L4.2) follows a similar procedure.  • 
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Now we present a proposition which establishes the closed 
loop response of a delayed system, consisting of a linear 
state-variable-feedback control law and a multi-step 
predictor. 

Proposition 1. Given the following predictor controller 
scheme: 

Plant model: 

xk+, = Axk + Buk; Yk = Cxk (P1) 

Observer model: 

Z k + l [ ,  = A Z k l  I + B u  k + L k ( y  k - CZkl l )  (P2)  

r-step predictor: 

Zk+q~=Azklr_I+BU~, for r-->2 (P3) 

Predictive control: 

u,~ = Fkzkl p for a fixed p -- 2 (P4) 

where 

Zkl , : = Xklk_ r is the estimation of x k 

given the measurement history Wk_ r 

and the estimation error 

(PS) 

ek := Xk -- ZklV (P6) 

,Then, the closed loop system equation can be expressed as 

Ix,.., lr 
ek -,,, +, J (A - Lj,_pC) J L ek_p J 

where 

&:__ (I (A- L,_p+,_,C)+ Z '-'L,_,c 

p- i - - I  

l-[ ( A -  Lk-p+j- ,C)  i fP ->2 
x J=' if 0 - p < 2  

and the plant model is assumed to be exact. 

Proof. The proof of this proposition is supported by Lemma 
1. Subtracting (P2) from (P1) yields 

Xk+ l -- Z k + l l  1 = A ( x  k - Zkll)  -- LkC(x * - Zkl l )  

or ek+, = (A - LkC)ek. (P7) 

Substituting (P4) in (P1) and using (LI.1) from Lemma 1 
yields 

Xk+ 1 = A X  k + B F k [ Z k l x  P - 2 A i  - ~ o  L k - i - l C e k - i - ' ]  (P8) 

Adding and subtracting BFkXk and using (P6) in (P8) 

] i e xk÷ 1 = (A + BFk)x k + BF k e k -  ~ .4 Lk_i_lC k-i-1 • 
i=O 

(P9) 

Using (P7) ek+ q for some integer q ~ 1 can be expressed as 

ek+ q "= A - L k + / _ I C  ) e k. (P10) 
LI=, u 

Replacing e k and ek_i_ , in terms of ek_p, i.e. using (P10) in 
(Pg), yields 

xk+ , = (A + BFk)xk - BFkAkek-p (Pl l )  

where 

A k = f i  (A - Lk_,+j_tC ) 
j = l  

p - 2  [ p - i - I  ] 
A i + Z L k - , - , C  I-I ( A - L k - t , + j - , C )  

i~O L j = ,  

The proof for p > 2 follows by combining (P7) and (Pll) .  If 
p = 0 then Bk = I since the delay is zero and the ordinary 
separation principle is applicable. For p = 1 the ordinary 
separation principle still applies since only a first-order 
prediction is used, i.e. u k =FkZkl 1. In other words, an 
ordinary linear state feedback controller with observer drives 
the plant using a first-order prediction of the states; thus, a 
standard observer is naturally ~uited for compensation of a 
constant delay of one time step. Thus, i fp  = 1 then A k = I. 

Remark 1. If Lg = L and Fk = F, i.e. constant observer and 
controller gains, then Proposition 1 implies separation of the 
controller and the observer. That is, the eigenvalues of the 
closed loop delayed system are the same as the combined 
eigenvalues of the two matrices (A - LC) and (A + BF). • 

Remark 2. Let the sensor-to-controller delay be mkT and the 
controller-to-actuator delay be nkT at time k where T is the 
sampling period. Then Proposition 1 can be applied to the 
above problem if m k + n k = constant although m k and nk 
may individually vary with k. • 

3. Testing o f  the delay-compensation algorithm 
A schematic diagram for implementation of the delay- 

compensation algorithm is shown in Fig. 1. Following this 
scheme, real-time velocity control of a DC servomotor is 
presented below to demonstrate how the delay-compensator 
can improve the closed loop system performance. 

The test facility consists of a DC-motor-tachogenerator 
assembly which interfaces with a PC-AT compatible 
microcomputer via a DASH-16 A/D and D/A conversion 
card. The steady-state characteristics of the plant were 
experimentally determined as: 

Y~ = "l 0 
1 K(.,, + fl) 

where 

lye=  

K =  

f o r  uss ~ f l  

for - f l  -< u,~-< fl 
for us~ < - f l  

measured steady-state angular velocity of the motor, 
constant input voltage, 
steady-state plant gain, 

fl = limit of dead band. 

In the linear region, the motor dynamics were represented by 
a first-order model after an appropriate bias compensation in 
the control input: 

Xk+ 1 = a x  k + b t t  k 

Yk = Xk 

where a = e x p ( - T / r ) ,  T and r being the sampling period 
and the motor time constant, respectively, and 

l 
(j+l)r 

b = exp ( - ( ( j  + 1)T - O / O K  d t / r  
T 

= [1 - exp ( - T / O ] K .  

The plant parameters were identified from experimental data 
to be: r = l . 7 s ;  K = 3 . 3 3 r a d s - '  V; and f l = 3 . 4 V  which is 
equivalent to 11.3 rad s - ' .  

The state-variable-feedback, in this first-order plant, yields 
a purely proportional controller where the gain, y, is 
obtained by pole placement such that the closed loop pole 
q0 = a - b y .  Similarly the oberver gain l is chosen such that 
the observer pole is at f = a - I .  Figure 2 exhibits the test 
results for comparison of the response of the delay- 
compensated control system with that of the uncompensated 
system when a step of 17 rads -~ in the reference input was 
applied from the initial state of 0 rad s - '  at time t = 0. The 
loop delay was chosen to be p = 2 sampling periods, and the 
poles were placed at ¢p=0 .3s - '  and f = 0 . 1 s  - l .  The 
sampling time T was set to 0.3 s. 

The transients in Fig. 2 lie in the linear region of the plant, 
and the dynamic performance of the compensated system is 
superior to that of the uncompensated system as expected. 
However, we have not attempted to experimentally evaluate 
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responses of the compensated and 
uncompensated control system. 

robustness properties of the delay-compensator by introduc- 
ing additional uncertainties in the plant model. This 
robustness issue needs to be addressed first by rigorous 
analysis. The next section presents some of the analytical 
results on robustness of the delay-compensator. 

4. Mode l ing  uncertainty o f  a two-s tep  predictor~control ler  
In this section we investigate the effects of modeling 

uncertainty upon performance of the predictor]controller 
algorithm for the case when the delay to be compensated is 
equal to two sampling periods. Let the plant model described 
in (P1) have the true dynamical characteristics given as: 

Xk+t = A ~ k  + B~uk; Yk = C ~ k .  (El)  

In view of the above the modeling uncertainties are defined 
a s :  

6 A k : = A ' k - - A ;  O B k : = B ' k - B ;  6 C k : = C ~ - C .  (E2) 

R e m a r k  3. The postulated model of the plant is time- 
invariant whereas the uncertainties may be time-varying. • 

The controller structures, given by (P1)-(P6) with p = 2 in 
(P4) and steady-state controller gain F and observer gain L, 

are: 
U k = F Z k l  2 (E3) 

Z k + l l  I = A Z k l  1 + B u  k + L ( y  k - C z k l l )  (E4) 

Zk+ll 2 = Azkl l  + BUk (E5) 

e~ = Xk -- Zkl~ • (E6) 

We intend to obtain a closed loop, augmented state-variable 
representation in such a way that the modeled system 
dynamics and the modeling errors are decoupled to the 
maximum possible extent. From now onwards, for the sake 
of brevity, the subscript k from the time-varying matrices in 
(E2) will be omitted. 

Substituting (El)  and (E4) into (E6) yields 

ek = A ' X k - i  + B ' U k - i  -- [Azk-tll + BUk-i 
+ L ( C ' X k - t - C Z k  Ill)] 

= ~ ' X k _  I -- qJz,~_ m + 6BUk_ 1 (E7) 

where W ' : = A '  - L C ' ;  q J : = A  - LC. 

Adding and subtracting Wxk_ ~ in the right hand side of 
(E7) yields 

e k = qJek I + OXk -t + 6BUk-I (E8) 

where O : =  W'  - W = 6 A  - L 6C. 
Substituting (E3) in (E8) yields 

ek = qJek - l  + OXk 1 + 6BFZk  -llZ • (E9) 

Substituting (E5) in (E4) yields 

Z k + l ]  I = Z k + l h  2 + L C ' x  k - L C Z k l  1 

o r  

Zkl2 = Zklt  --  L C ' X k - t  + L C Z k  Ill 

= Xk  - -  (Xk  --  Z k H )  --  L C ( X k - l  - -  Zk - - I )  

- L ( C '  - C )x  k_ ,. 

Substituting (P6) and (E2) in the above equation yields 

zkl 2 = x  k - e  k -  L C e k _  I -  L b f 2 x  k 1. (El()) 

Substituting (E9) in (El0) yields 

Zkl2 = Xk --  [ l t Jek- - I  + O X k  l + OBFzk t12] 

- L C e k _  ~ - L i)Cxk_ ~ 

=xw,-(qJ+LC)ek t-(O+LOC)Xk I - 6 B F z k  lie 

= Xk -- A e k - t  -- 6 A x k  -i -- OBFzk-1t2" 
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Substituting for Zk_ll 2 in the above equation by using (El0) 

zklz -'-" xk -- A e k -  t -- 6Axk -  

- 6BF[xk_l - ek_ I - LCet,_2 - L 6Cxk_z] 

= xk - (A - 6BF)ek_ t - 6Gx ,_  1 + 6BFL6Cxk_  2 

+ 6BFLCek_z ( E l l )  

where 6G := (6.4 + 6BF). 
Substituting for Zk_ll 2 in (E9) by using ( E l l )  yields 

e, = ~ej,_ l + OXk-i  + 6BF[xk_I - (A - 6BF)ek_ 2 - 6Gxk_ z 

+ 6BFL 6Cxa_ 3 + 6BFLCek_3] 

= LI/et¢_l + 0 O 2 e k _  2 + OB3ett_ 3 + F A ^ B ^ c X k _ t  

+ OalXk-2 + OacXk-3 (El2) 

where 

Fa^a^c := ( 0  + 6BF) = (6,4 - L 6C + 6BF) 

0 m := - 6 B F 6 G  = - 6 B F ( f A  + OBF) 

Ooc := ( 6BF)ZL 6C 

0a2 := - 6 B F ( A  - 6BF) 

0s3 := ( 6BF)ZLC. 

Substituting (El2) into ( E l l )  yields 

Zkl2 = Xk -- (A - 6BF) [~e ,_  2 + Os2ek_3 

+ OB3ek_ 4 "k- F A ^ s ^ c X k _  2 

+ Oatxk-3 + Oacxk-4] - 6Gx~_I 

+ 6BFL  6Cxk_2 + 6BFLCek-2.  

Grouping similar terms 

Zkl2 "~ Xk -- 6Gxk-~ + Oa^a^cXk-2 + OB4Xk-3 Jr OasXk_ 4 

+ (006 - AW)ek-2  + 0aTe,~-3 + 0asek-4 (El3) 

where 

Oa^a^c :-'- - ( A  - 6BF)Fa^n^c  + 6 B F L  6C 

= - ( A  - 6 B F ) ( f A  - L 6C + 6BF) + (6BF)L  6C 

0B4 :~- - ( A  - 6BF) 0 m 

= (A - ~ s r )  6 B r ( 6 a  + ~ a r )  

0n5 := - ( A  - 6BF) Oac 

= - ( a  - 6Br)(,snr)2/. ,5c 

0as := 6BFW + 6 B F L C  = 6 B F ( ~  + LC) = 6BFA 

0n7 := - ( A  - 6BF) 0a2 

= (A - 6 B r )  6BF(A - 6 B r )  

Oas := - ( A  - 6BF) 0 m 

= - ( A  - 6ar)(,~er)ZLC. 

Substituting (El3) and (E3) in (El)  yields 

xk+ 1 = A '  x~ + B'F[x k - 6GXk_ 1 + OA^l~^cxk_ 2 de. OB4Xk_ 3 

+ 08sXk_ 4 + (006 -- A l l l ) ek_2  + OBTek_ 3 + Oa8ek_4]. 

Rearranging and grouping similar terms 

xk+~ = Yx~ + Da^nXk_~ + DA^n^cX,_2 

+ Dmx~_ 3 + DB2Xk_, t 

+ Qe~_~ + Da3ek_3 + Da4%-4 (E14) 
where 

Y := (A' + B'F) 

= ( A  + BF) + 6G 

Q := B'F(0a6 - A ~ )  

= B ' F ( f B F A  - A ( A  - LC))  

Da^a: = - B ' F  6G 

= - B ' F ( 6 A  + 6BF) 

DA^e^c :=  B 'F  aa^a^ c 

= B'F[(OBF)L 6C - (A - 6BF)(OA - L 6C + 6BF)] 

Dal : = B'F aa4 

= B 'F(A - 6BF) 6BF(6A + 6BF) 

Da2 :-- B 'F  an5 

= - B ' F ( A  - 6BF)(6BF)2L 6C 

Ds3 := B 'F  087 

= B T ( A  - 6BF) 6BF(A - 6BF) 

DB4 : :  B 'F  0as 

= - 8 ' r ( a  - ~Br)(~Br):LC. 

The closed loop equation of the two-step delayed system 
follows from (El2) and (El4) 

X k + l  

I xk 

Xk--i 

Xk-2  

Xk-3  

ek-1  

~k-2 ! 

. e k - 3 _  

- y  DA^B DA^B^C Dal  D82 Q Da3 D84- 

I 0 0 0 0 0 0 0 

0 I 0 0 0 0 0 0 

0 0 1 0 0 0 0 0 

0 0 0 1 0 0 0 0 

0 0 FA^a^c Oal Oac ~ Oa2 an3 

0 0 0 0 0 I 0 0 

0 0 0 0 0 0 1 O _  

Xk 

Xk -  1 

Xk-- 2 

X Xk-3 

Xk -4 

ek -2  

ek-- 3 

ek--4 

(m5) 

where the subscripts of elements are chosen to describe their 
relative dependence on the respective errors in formulating 
the plant model matrices. The above equation can be 
separated into the nominal and uncertain parts: 

Xk+ t = (V + 6 V ) X  k (El6) 

where X~:-- , T T X T T T T T T I T  [XkXk_ 1 k_:zXk_3X.k_4ek_zek_3ek_4l , V is the 
nominal part which is a constant matrix as it contains the 
constant matrices A, B and C of the plant model in (1), and 
6V is the uncertainty part which may be time-varying as it 
contains the possibly time-varying modeling error matrices 
6,4, fib and 6C. 

Remark 4. The modeling errors 6.4, 6B and 6C constitute a 
four-fold increase over the order of the augmented system 
matrix in (El5). However, by setting OB = 0, the following 
simplifications result. 

Oat = an2 = an3 = On c = D m  = D o  2 = D a  3 = DB4 = 0 

and 
Y = ( A + b A + B F ) ,  D,~^ n = - B F 6 A ,  

Oa^a^c  = - B F A ( 6 A  - L 6C), Q = - B F A ( A  - LC),  

Fa^n^c = (6,4 - L 6C). 
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Accordingly the system is reduced with 6B = 0 as follows 

I Xk ÷ I 1 X k 
Xk I 

~k-  I 

I 
A + b A + B F  - B F ~ A  

= 1 0 
0 I 
0 0 

-BrA(6A - L 6c) -8FA(A - LC) 7 

o I o 
6A - L 6C A - LC _l 

x xk-~ . (El7) 
X k _ ~  

e k _ 

Remark 5. By separating the uncertainty part, the above 
equation can be expressed in the format of (El6) with 
reduced-order state representation (due to the assumption 
6B = 0) as follows: 

rxk+, = ('V + "6V)rXk (E18) 

where 
TxT  T T T 

rxk  = Ix k k - t X k - 2 e k - 2 ]  , 

I 
A + B F  0 0 - B F A ( ! - L C ) ]  

I 0 0 
r V = 

0 I 0 
0 0 0 A - L C  _j 

I 
~O - B F 6 A - B F A ( 6 A - L 6 C )  0 1 

°o o o° r6v= 0 

0 6A - -L  6C 0 

Remark 6. With 6B = 0  the effects of 6A and 6C are to 
increase the order of the closed loop system by two. • 

5. Conclusions 
The paper addresses the issue of network-induced delays 

in distributed control systems. The proposed delay- 
compensation algorithm is based on a deterministic state 
estimator and a linear state-variable-feedback control law. 
The deterministic observer can be replaced by a stochastic 
observer without any structural modifications of the 
delay-compensation algorithm. However, if a feedforward- 
feedback control law is chosen instead of the state-variable- 
feedback control law, then the observer needs to be modified 
in the same way a conventional non-delayed control system 
should be. Under these circumstances the delay- 
compensation algorithm would be accordingly changed. 

The separation principle of the classical Luenberger 
observer (Kailath, 1980) holds true for the proposed 
delay-compensator. Furthrmore, the structure of the 
compensator allows for variable delays under the constraints 
of: (1) the sum of the sensor-to-controller and controller-to- 
actuator delay is a known constant and (2) the sensor and 
controller sampling instants are synchronized. 

The impact of modeling uncertainties, i.e. errors in the 
plant model matrices, on the performance of the closed loop 
compensated system has been investigated. Effects on these 
modeling errors have been investigated for stability of the 
compensated system. This approach has a potential for 
establishing bounds on these modeling errors under specified 
dynamic performance of the control system. 

The proposed delay-compensation algorithm is suitable for 
Integrated Communication and Control Systems (ICCS) in 
advanced aircraft, spacecraft, manufacturing automation and 
chemical process applications. If the individual components 
of the ICCS communicate with each other via a common 
communication medium, then the network can be designed 
such that the induced delays are bounded. In this way the 
detrimental effects of distributed delays induced by the 
network can be circumvented by the compensator. 
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