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TABLE I
Design Assurance

Hardware:

1. Computer hardware will be designed to be fault-tolerant,
i.e, capable of correct operation in the presence of any
single failure.

2. Fault-tolerant properties assured through the use of automated
reasoning techniques and validated through simulation.

3. Component reliability ascertained via Markov analysis.

Software:

1. Models assured through a combination of operational experience
and parametric analysis using computer simulation.

2. Statistical test assured through operational experience.

3. Application algorithm and operating system assured via formal
analysis techniques similar to automated proof-of-correctness
which is performed in consort with a formal test data selection
criteria.

4, Software reliability ascertained via software reliability
modeling techniques.

Total System Validation
1. Total system validation will be supported by exhaustive

testing. This testing will be accomplished by a validation
team which is diverse from the design and verification teams.

Systems that are designed for reactor protection must adhere 2. Reduce or eliminate spurious trips due to internal faults
to stringent design requirements 1o ensure reliable protection. or model error, i.e., model demands trip under conditions
ecause of the complexity of computer-based systems, an ade- where direct sensor would not.
:gsgiétéga:xhtls{cgﬁrgr?nstratlon becomes a vital aspect O.f this 3. Develop and apply methodology to verify completeness
ced app : . and reliability of computer hardware and software design for

Initially, the demonstration must encompass the computer, ) ’

. L . reactor safety system use:
ancillary hardware, applications software, and the operating
system software. Because the technology supporting software a. ancillary/support hardware; protect against single
reliability determinations is immature, the complexity of soft- failure and common-mode failures :
ware must be ml_mmlzed. This implies that an attgmpt to b. computer hardware; protect against a single failure
qualify an analytical redundancy-based flow protection Sys- .

. and common-mode failure
tem should progress in two phases. Phase 1, fault-tolerant flow
trip, will concentrate on a single flow channel, and phase 11, c. software; certify capability and reliability of model
gauriqtét(iler;lfn t ggséyltlfglel:éj;?ldig?;hseh;g? eéﬁ“ig:;g;‘?' d. prove claims with respect to the certified model and
sgftwgrz p p e y lack of common-mode failures, using automated
i . . reasoning techniques

An analytical flow channel is planned to be added to the £ q
EBR-II protection system. The primary benefit to the EBR- e. integrated software/hardware validation via testing
1 facility is that, on completion of both phases, a replacement and reliability modeling.
flow protection scheme will be available. Considering the

experienced failures in the existing flow monitoring system and .
the desire to operate EBR-II for an additional ten years, the 4. MITR-IL: !ntegrated FaUIt_—TOlerant Sy‘e’,tems
Implementation and Experiments, David D.

benefit translates into support for continued, reliable oper- 4
ation. Lanning, John A. Bernard (MIT), John Hopps
The technical developments necessary to complete both (Draper Lab), Asok Ray (MIT)

phases provide benefits to the commercial reactor community

i1
as well as space nuclear applications. Qualification of com- . This summary describes an ongoing implementation and g
puters for use in reactor control and safety systems would experimental evaluation of an integrated fault-tolerant meth- %5
allow reactor operators and designers to capitalize on the odology on the automatic control system of the 5-MW(t) Mas- A
benefits of analytical redundancy, sensor validation, failure sachusetts Institute of Technology (MIT) research reactor, . |
prediction, diagnosis, autonomous control, etc. Though the MITR-II. This endeavor is a joint research effort between the | §
developments planned for EBR-II will not address these spe- C. S. Draper Laboratory (CSDL) and the MIT Nuclear Reac- Ll
cific areas, the developments will remain generic to ensure tor Laboratory. . fr
compatibility with these other programs. A system is fault tolerant if the capability exists to detect ) f%
Phase I can be summarized as follows: both abrupt and incipient failures, if there is a means of iden- i“

tifying and isolating failures, and if it is possible to reconfigure

1. Provide a flow trip that duplicates the protective capa- the system on-line so that no deterioration of performance
bility of a direct sensor. occurs. The MITR-II’s automatic control system (ACS), which
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is designed both to maintain the reactor power constant
despite reactivity feedback from xenon and temperature and
to adjust power in response to demand changes over the range
20 to 100%, was selected for a demonstration of this technol-
ogy. The ACS positions either a fine control regulating rod
or a coarse control shim blade in response to the decision of
one of several possible control laws. Each control law de-
pends, in turn, on the output of a variety of sensors (power
level, period, rod or blade position, temperature, and flow)
for its estimate of the reactor’s state. The creation of a fault-
tolerant instrumentation and control system therefore entailed
incorporating fault tolerance in three separable areas. These
were the sensors, the software including the control laws, and
the hardware including the actuators that comprise the ACS.

The application of fault tolerance to the ACS’s sensors
involved developing an on-line signal validation methodology
that uses redundant measurements, both direct and analyti-
cal, to provide a systematic procedure for fault detection, fault
isolation, and measurement estimation. Fault detection and
isolation decisions are made on the basis of mutual con-
sistencies among all redundant measurements. Measurement
estimation, and the concurrent task of sensor calibration, is
accomplished via sequential tests that rely on both current and
past measurements.! A major difficulty in the identification
of valid signals is that fully operable sensors may exhibit devi-
ations from one another if they are spatially separated or if
they are characterized by different time constants. Should that
occur, some sensors may be erroneously deleted. On the other
hand, failure to isolate a degrading sensor may adversely
affect the estimate of the measured variable. The MIT-CSDL
approach surmounts these difficulties both by compensating
all consistent measurements on-line so that their residuals are
minimized and by updating the weighting factors for individ-
ual sensors on the basis of their respective a posteriori prob-
abilities of failure. Hence, if a sensor fails abruptly, it will be
immediately isolated and only the remaining sensors used to
provide an estimate of the signal. However, should a gradual
sensor degradation occur, the faulty sensor may or may not
be immediately isolated, but its influence on the remaining
sensors will be rapidly diminished because its weighting fac-
tor is decreased in proportion to its @ posteriori probability
of failure. Use of this methodology in conjunction with the
direct digital control of the MITR-II has shown that it will
maintain the power at the desired level despite either sudden
sensor failures due to electrical faults or gradual failures due
to the cycling of water shutters that alter the neutron flux seen
by the sensors.

Concerning the control laws that are programmed into the
ACS, the implementation of fault tolerance has required both
the development of several different types of control strate-
gies and a means of combining them to achieve reliable,
efficient, and safe operation. Most prominent among the dem-
onstrated control concepts is the MIT-CSDL nonlinear digi-
tal controller (NLDC), which uses reactivity constraints for the
on-line assessment of the safety of any proposed control
action.2? Other strategies that have been demonstrated in-
clude steady-state controllers of conventional design, a deci-
sion analysis controller for steady-state operation, a predictive
controller based on state analysis, several rule-based systems
that use “fuzzy” logic, and an expert system.*> The latter
three are used in transient control. Work is in progress to com-
bine these various control laws in a robust multitiered con-
troller. The NLDC and the expert system are both capable of
determining in real-time when a control signal should be
changed in order to assure safety. However, neither can pre-
dict the power as a function of time. Hence, they will be used
in a supervisory capacity and will form one tier. The predic-
tive controller, and perhaps one of the rule-based systems, can
provide estimates of the power as a function of time given a

Reports on Experience in Implementation

change of setpoint or a disturbance. However, neither is capa-
ble of guaranteeing feasibility of control (i.e., safety). Hence,
their decisions must be reviewed by the supervisory tier. The
predictive strategies will form a second tier and will have
actual control of the system. A third tier, consisting of a deci-
sion analysis controller, will be used to select the means of
control (i.e., temperature feedback, regulating rod, or shim
blade). This tier will also detect faults and reconfigure the
fault-tolerant control system. These three tiers, when used in
concert, will guarantee reliability and safety. Regarding effi-
ciency, consideration is being given to the creation of a fourth
tier that will reconfigure the system to optimize performance.
It will identify the reactor state and, given the nature of the
required change, select which controller is to be used in each
of the other three tiers.

Relative to the ACS’s actuators, there are two possible
approaches whereby fault tolerance could be achieved. First,
given that the MITR-II has six shim blades and one regulat-
ing rod, more than one mechanism could be made available
to the control system. Hence, if one actuator fails, the third
tier controller could select a different actuator. This approach
has been provided and the ACS can currently use either a sin-
gle shim blade or the regulating rod. The second approach is
to install redundant components and additional sensors in
existing actuators. This second approach is currently being
prepared for demonstration. A fault detection and isolation
methodology similar to that implemented for the instrument
signals can be used to identify any failed component and to
reconfigure the actuator for continued operation.

The MIT-CSDL program to develop and demonstrate
fault-tolerant technology on the MIT research reactor has been
proceeding successfully. The most significant aspects of the
program are that the technology has actually been imple-
mented, that it has been shown experimentally to function as
anticipated, and that its use has improved certain aspects of
reactor operation.
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Reliability/availability (R/A) modeling plays an increas-
ingly important role in the design and evaluation of fault-
tolerant systems. A large number of trade-offs must be made




