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Abstract Probabilistic finite state automata (PFSA) have found their applications in
diverse systems. This paper presents the construction of an inner-product space struc-
ture on a class of PFSA over the real field via an algebraic approach. The vector space
is constructed in a stationary setting, which eliminates the need for an initial state in
the specification of PFSA. This algebraic model formulation avoids any reference to
the related notion of probability measures induced by a PFSA. A formal language-
theoretic and symbolic modeling approach is adopted. Specifically, semantic models
are constructed in the symbolic domain in an algebraic setting. Applicability of the
theoretical formulation has been demonstrated on experimental data for robot motion
recognition in a laboratory environment.
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Nomenclature
A is the set of all irreducible FSA [Definition 2.4];
Ā is the set of all FSA [Definition 2.2];
As is the set of all irreducible and synchronizable FSA [Definition 3.3];
B+ is the set of all PFSA such that the probability map π̃ has only strictly

positive entries and the underlying FSA is irreducible [Definition 4.1];
B+s is the subset of synchronizable PFSA in B+ [Definition 4.1];
C+ is the quotient set B+/ ≡ of all PFSA in B+ [Definition 4.7];
C+s is the quotient set B+s / ≡ of all PFSA in B+s [Definition 4.7];
�G�K is the lift of an FSA G relatively to a PFSA K [Definition 4.8];
K̄ is the underlying FSA of the PFSA K [Definition 2.3];
̂K is the minimal representation of the underlying FSA of the PFSA K

[Theorem 4.5];
�K � is the equivalence class of K ∈ B+ under the relation ≡ [Definition 4.7];
℘ is the stationary-probability distribution of the states [Sect. 5.3];
Q is the set of states of the FSA or PFSA [Definition 2.2];
T is the relabeling map between two FSA [Definition 3.1];
δ is the state transition map for FSA [Definition 2.2];
δ∗ is the extended state transition map of FSA [Sect. 2];
μ is the merging map for FSA [Definition 3.2];
π is the state-to-state transition probability map of PFSA [Sect. 5.3];
π̃ is the probability map of a PFSA [Definition 2.3];
π̃∗ is the extended probability map of a PFSA [Sect. 2];
� is a finite alphabet of cardinality |�| [Sect. 2];
�∗ is the collection of all finite-length words made from � [Sect. 2];
� weight for the inner product 〈·, ·〉 [Subsect. 5.3];
S is the state relabeling equivalence for FSA [Definition 3.1];
≡ is the algebraic equivalence over PFSA [Definition 4.6];
� is the state splitting operation for FSA [Definition 3.2];
� is the state merging operation for FSA [Definition 3.2];
� is the state relabeling operation for PFSA [Definition 4.2];
� is the state merging operation for PFSA [Definition 4.2];
∨ is the join of two FSA [Definition 2.1] [Theorem B.1];
� is the join composition of two PFSA [Definition 2.1] [Definition 4.9];
⊕ is the vector addition operation on the space B+s [Definition 5.2];
� is the scalar multiplication operation on the space B+s [Definition 5.7];
+ is the vector addition operation on the space C+s [Definition 5.4];
· is the scalar multiplication operation on the space C+s [Definition 5.9];
〈〈•, •〉〉 is an inner product on the space B+s [Definition 5.12];
〈•, •〉 is an inner product on the space C+s [Definition 5.14].

1 Introduction

Symbolic-domain techniques have been developed for probabilistic representation of
interacting dynamical systems to compensate for certain inadequacies of classical
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time-domain and frequency-domain system analysis [1]. The work reported in this
paper addresses a formal language-theoretic and symbolic modeling approach instead
of the classical continuous domain. Specifically, semantic models are constructed in
the symbolic domain, which has wide applications (e.g., pattern classification [2],
anomaly detection [3,4], and information fusion in sensor networks [5]) in diverse
fields. The basic idea here is that the observed sequence of continuously varying data
from the physical system is converted into a symbol sequence over a finite alphabet
through a partitioning technique [6]. Then, a finite-state language model is extracted
from the symbol sequence to capture the underlying semantics of the process.

Many finite state machine models have been reported in the literature [7,8], such
as probabilistic finite state automata (PFSA), hidden Markov models (HMM) [9], sto-
chastic regular grammars [10], Markov chains [11], just to name a few. The rationale
of having the PFSA structure of a semantic model is that, in general, PFSA are easier
to learn in practice, although PFSA may not always be as powerful as other models
like HMM [7]. For example, experimental results [12] show that the usage of a PFSA
structure could make learning of a pronunciation model for spoken words to be 10–100
times faster than a corresponding HMM, and yet the overall performance of PFSA may
be slightly better. Therefore, this paper focuses on using PFSA as semantic models.

To use PFSA as a feature vector (e.g., for pattern recognition), a mathematical
structure on the feature space is needed. However, the theory of how to algebraically
manipulate two PFSA has not been explored except for a few cases. The notion of
vector space construction for finite state automata (FSA) over the finite field G F(2)

was reported in [13]. Along this line, Barfoot and D’Eleuterio [14] proposed an alge-
braic construction for control of stochastic systems, where the algebra is defined for
m × n stochastic matrices, which is only directly applicable to PFSA of the same
structure, i.e., if they have the same alphabet and the number of states together with
the same transition maps. A structural manipulation of PFSA models of dynamical
systems has been addressed in [15], where the ability to project a PFSA model to an
arbitrary structure is critical. The major contribution of this paper is formulation of a
general structure of inner product spaces for the analysis of symbolic dynamic systems
as delineated below:

1. An algebraic structure Formulation of a vector space structure over the real field R

based on a class of irreducible (Definition 2.4) and synchronizable (Definition 3.3)
PFSA constructed from finite-length symbol sequences. This formulation does not
require usage of the related notion of probabilistic measure [16,17].

2. A combined topological and algebraic structure Formulation of an inner-product
space formalism on the above vector space to enrich the current theory of PFSA
by taking into account disparate automaton structures. In general, this formulation
allows construction of a normed space formalism on the vector space of PFSA.

The objective here is to lift two PFSA of different structures to a common equivalent
structure, which is accomplished by formalizing the intuitive notions of state merging
and state relabeling [18–20]. In particular, the algebraic results (that are derived based
on the property of a unique relabeling map) could be generalized to non-synchroniz-
able machines.
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The paper is organized in seven sections including this introduction section and two
supporting appendices. The basic definitions and necessary concepts are presented in
Sect. 2. Sections 3 and 4 develop the algebraic tools on FSA and PFSA, respectively.
Using these tools, Sect. 5 constructs an inner product space over PFSA and provides
physical interpretations of the underlying algebraic operations. Section 6 presents two
illustrative examples, including a laboratory experimentation on pattern recognition
of robot motion, to show potential applications of the theoretical results derived in
the previous sections. Finally, Sect. 7 concludes this paper with a summary and rec-
ommendations for future research. Each of Appendix A and Appendix 8 presents the
proof of a pertinent theorem on irreducibility of FSA.

2 Preliminaries

Let � denote a fixed (nonempty) finite alphabet, and �∗ be the collection of all finite
words consisting of symbols from �. (Note: The vector space is built for a given
alphabet �.) The following standard definitions are recalled.

Definition 2.1 (Lattice [21]) A lattice is defined to be a partially ordered set in which
every pair of elements, �1 and �2, has both a least upper bound that is called their join
(denoted as �1 ∨ �2) and a greatest lower bound that is called their meet (denoted as
�1 ∧ �2).

Definition 2.2 (Finite state automaton [20]) A (deterministic) finite state automaton
(FSA) G is a tuple (�, Q, δ) , where:

• � is a (nonempty) finite alphabet with cardinality |�|;
• Q is the (nonempty) finite set of states with cardinality |Q|;
• δ : Q ×�→ Q is the state transition map.

The set of all FSA is denoted as Ā.

It is noted that Definition 2.2 does not make use of an initial state. Indeed the pur-
pose of this algebraic approach is to work in a stationary setting, where no initial state
is provided.

Definition 2.3 (Probabilistic finite state automaton) A probabilistic finite state autom-
aton (PFSA) K is a pair (K̄ , π̃), where:

• K̄ is an underlying FSA of the PFSA K ;
• π̃ : Q ×�→ [0, 1] is the probability map that satisfies the condition:

∑

σ∈� π̃(q, σ ) = 1 for all q ∈ Q.

The so-called extended maps [20] are defined as: δ∗ : Q × �∗ → Q and π̃∗ :
Q×�∗ → [0, 1] for all w ∈ �∗, all σ ∈ � and all q ∈ Q, by the recursive relations:

δ∗(q, wσ) � δ
[

δ∗(q, w), σ
]

π̃∗(q, wσ) � π̃∗(q, w)× π̃
[

δ∗(q, w), σ
]

123



Inner product space on PFSA 285

with δ∗(q, σ ) = δ(q, σ ) and π̃∗(q, σ ) = π̃(q, σ ). Here “wσ” is to denote the concat-
enation of the word “w” by the symbol “σ”. The above equations represent how the
automaton responds to occurrence of a certain block of symbols, i.e, a word w ∈ �∗
of finite length |w|.
Remark 2.1 For all q ∈ Q and all w1, w2 ∈ �∗, the extended maps satisfy the
following conditions:

δ∗(q, w1w2) � δ∗
[

δ∗(q, w1), w2
]

π̃∗(q, w1w2) � π̃∗(q, w1)× π̃∗
[

δ∗(q, w1), w2
]

Definition 2.4 (Irreducible FSA) An FSA G is said to be irreducible if, for all q1, q2 ∈
Q, there exists a finite word w1,2 ∈ �∗, such that q1 = δ∗(q2, w1,2). The set of all
irreducible FSA is denoted as A ⊂ Ā.

Definition 2.4 implies that any state can be reached from another state (including
the originating state) in a finite number of transitions represented by a word w1,2 ∈ �∗.
Graphically, an irreducible FSA is connected. Theorem A.1 in Appendix A presents
the partitioning characteristics of irreducible FSA.

Irreducible PFSA are widely used as language models in symbolic systems [19].
In many applications such as pattern classification and anomaly detection, the tran-
sitions between the states capture the dynamical evolution of the quasi-stationary
system [3], where the initial condition is not important.

Given a finite-length symbol sequence S over a (finite) alphabet �, there exist sev-
eral PFSA construction algorithms to discover the underlying irreducible PFSA model
G of S, such as causal-state splitting reconstruction (CSSR) [22], D-Markov [3,6],
and compression via recursive identification of self-similar semantics (CRISSiS [23]).
All these algorithms start with identifying the structure of G � (Q, �, δ). Then, a
|Q| × |�| count matrix C is initialized to the matrix, each of whose elements is equal
to 1. Let Ni j denote the number of times that a symbol σ j is generated from the state
qi upon observing the sequence S. The estimated probability map for the PFSA G is
computed as

π̃(qi , σ j ) ≈ Ci j
∑

j Ci j
= 1+ Ni j

|�| + Ni j
(2.1)

The rationale for initializing each element of C to 1 is that if nothing is observed,
then there should be no preference to any particular symbol and it is logical to have
π̃(q, σ ) = 1

|�| ∀q ∈ Q ∀σ ∈ �, i.e., the uniform distribution.
The above procedure guarantees that the PFSA, constructed from a finite-length

symbol sequence, must have a strictly positive probability map. Note that, under this
condition, the state transition map δ in Definition 2.2 is a total function and a PFSA
is irreducible if and only if the underlying FSA is.

Definition 2.5 (Synchronous composition [15]) Let G1 = (�, Q1, δ1) and G2 =
(�, Q2, δ2) be two FSA. Then, synchronous composition of G1 and G2 is defined as
G1 ⊗ G2 = (�, Q1 × Q2, δ) such that ∀(q1, q2) ∈ Q1 × Q2 and ∀σ ∈ �,
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(a) (b) (c)
Fig. 1 Synchronous composition: an example

δ ((q1, q2), σ ) � (δ1(q1, σ ), δ2(q2, σ ))

It is noted that synchronous composition of two irreducible FSA may not always
be irreducible. A counter example is shown in Fig. 1, where G1 and G2 are both
irreducible but their synchronous composition G1 ⊗ G2 is not.

3 Algebraic operations on finite state automata (FSA)

This section focuses on FSA. Algebraic operations are derived on this structure by
introducing a partial order over FSA and the notion of synchronizability.

3.1 The Join of two FSA

This subsection extends the concept of synchronous composition of two irreducible
FSA such that this composition retains the irreducibility. It is achieved by formalizing
an equivalence relation and a partial order on A and by showing the existence of a
join (i.e., a least upper bound, relatively to this partial order) (see Definition 2.1). In
this regard, a few standard definitions of FSA (e.g., state relabeling and state split-
ting) [18–20] are recalled for completeness of the paper.

Definition 3.1 (State relabeling equivalence S and relabeling map T in FSA) Two
FSA G1 = (�, Q1, δ1) and G2 = (�, Q2, δ2) , both belonging to Ā, are said to be
equivalent up to state relabeling, denoted as G1SG2, if there exists a bijective map
T : Q2 → Q1, called the relabeling map such that ∀q ∈ Q2 and ∀σ ∈ �,

T [δ2(q, σ )] = δ1 [T (q), σ ] (3.1)

Equation 3.1 implies that the FSA structure is retained by the relabeling operation,
i.e., it is possible to ‘relabel’ the states in the transformation from G1 to G2 such that
the consistency of transitions is retained.

Definition 3.2 (State splitting �, state merging �, and merging map μ in FSA) Let
G1, G2 ∈ Ā. Then, G2 is said to be a splitting of G1 denoted as G1 � G2, or G1 a
merging of G2, denoted as G2 � G1 if there exists a surjective map μ : Q2 → Q1,

called the merging map, such that ∀q ∈ Q2 and ∀σ ∈ �,

μ [δ2(q, σ )] = δ1 [μ(q), σ ] (3.2)
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Remark 3.1 State relabeling and state merging are compatible in the following sense:
If F2SF1 and G1SG2 with F1 � G1, then it follows that F2 � G1 and F1 � G2.

Remark 3.2 State relabeling S is an equivalence relation on Ā, on which the equiv-
alence classes are denoted as [G]; and both � and � define respective partial orders
over the quotient set Ā/S. In particular, G ≤ F and F ≤ G yield GSF .

Note that the above equivalence relation S is also compatible with the condition
of being irreducible. Therefore, it is possible to consider the quotient subset A/S.
Theorem B.1 in Appendix 8 states that any two irreducible FSA admit a join (i.e., a
least upper bound) with respect to the state splitting operation �, which is critical to
ensure the closure property of the vector space to be developed. The following fact is
a direct consequence of Theorem B.1:

If G1 � F1 and G2 � F2 then (G1∨G2) � (F1∨F2) and also (G1 ∨ G2)∨G3 =
G1 ∨ (G2 ∨ G3). This is true for every partially ordered set where any two ele-
ments admit a join.

3.2 Synchronizability

This subsection introduces a specific class of FSA, namely the synchronizable FSA
[24].

Definition 3.3 (Synchronizable FSA) An FSA G is said to be synchronizable if there
exists a word w ∈ �∗ such that, δ∗(q, w) is independent of q ∈ Q. In this case, it is
simply written as δ∗(w), where w is the synchronizing word and δ∗(w) is the associ-
ated synchronizing state. In this context, the set of all irreducible and synchronizable
FSA is denoted as As .

Synchronizability is compatible with state relabeling, which leads to the quotient
subset As/S.

Theorem 3.4 Let G ∈ As . Then, the only relabeling map of G onto itself is the iden-
tity map. Furthermore, if F ∈ A is such that GSF, then the corresponding relabeling
map from G to F is unique.

Proof Let T : QG → QG be a relabeling map of G to itself, and let w ∈ �∗ be the
synchronizing word. Then, for all q ∈ QG ,

T
[

δ∗G(w)
] = T

[

δ∗G(q, w)
]

= δ∗G [T (q), w]

= δ∗G(w)

Furthermore, since G is irreducible, for all q ∈ QG there exists xq ∈ �∗, which
satisfies the following condition: q = δ∗G

[

δ∗G(w), xq
]

. Then,

T (q) = δ∗G
[

T (δ∗G(w)), xq
]

= δ∗G
[

δ∗G(w), xq
]

= q

which implies that T = IdQG .
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Now, if T1 and T2 are two relabeling maps from G to F, then the composed map
T−1

1 ◦ T2 is a relabeling map from G onto itself. So, it follows that T−1
1 ◦ T2 = IdQG ,

i.e., T1 = T2. ��
Theorem 3.5 If G1, G2 ∈ As then G1 ∨ G2 ∈ As .

Proof If w1, w2 ∈ �∗ are respectively the synchronizing words of G1 and G2, then
the concatenated word w1w2 is a synchronizing word of G1 ∨ G2.

This follows from the fact that, for any two states qa, qb ∈ QG1∨G2 , there exists
a merging map μi such that μi (δ

∗
G1∨G2

(qa, w1w2)) = μi (δ
∗
G1∨G2

(qb, w1w2)), and if
δ∗G1∨G2

(qa, w1w2) �= δ∗G1∨G2
(qb, w1w2), those two states could be merged together

by virtue of Lemma B.2, which would contradict the minimality condition of the join
(see proof of theorem B.1 in Appendix 8). ��
Remark 3.3 Synchronizability allows perfect state localization after the occurrence
of a (finite-length) synchronizing word. A direct analogy is observability in (contin-
uous-time and discrete-time) dynamical systems, where the state of the system can
be determined based on a (finite-length) history of the system outputs. Therefore,
the assumption of synchronizability is critical in the model construction of symbolic
dynamic systems and their performance analysis; it also justifies the rationale for the
FSA being independent of an initial state. A few examples are presented below to
elucidate how synchronizable PFSA are constructed from symbol sequences.

1. In the D-Markov algorithm [3], the future evolution of the constructed PFSA
solely depends on the most recent history of symbol length D. Hence, the D-Mar-
kov machines form a strictly proper subset of the set of synchronizable machines.

2. The CSSR [22] and CRISSiS [23] algorithms are capable of identifying up to
synchronizable PFSA.

4 Algebraic operations on probabilistic finite state automata (PFSA)

This section generalizes certain results, which were proven for FSA to PFSA, and also
introduces a new notion of algebraic equivalence. In this regard, two PFSA are said
to be ‘algebraically equivalent’ if they can be obtained, one from the other, by several
operations of merging, splitting and relabeling.

Remark 4.1 Any two algebraically equivalent PFSA generate the same probability
measure, i.e., they encode the same symbolic dynamics. However, this equivalence
relation is purely algebraic and, unlike [16,17], it does not need a probability-mea-
sure-theoretic setting.

4.1 Minimal representation

This subsection elaborates the existing concepts of splitting, relabeling, and minimal
representation of states [18–20]. In fact, some readers may recognize the PFSA model
as a Mealy machine [25] (or a sequential machine [26]) with � as the input alpha-
bet and the probability map as the output. However, the output alphabet of a Mealy
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machine is a finite set while the probability map of PFSA, each of whose elements is a
continuum over (0,1) and the sum of probabilities of all symbols emanating from each
state is unity. Consequently, the synchronous composition of PFSA is not the same as
the normal composition of Mealy machines. However, the minimal representation of
PFSA introduced below has a very similar flavor as that of a Mealy machine, which
is necessary for defining the algebraic structure of PFSA.

Definition 4.1 (Spaces B+ and B+s ) The set of all PFSA, whose probability map π̃

is strictly positive and whose underlying FSA is irreducible, is denoted as B+. The
subset of all synchronizable PFSA in B+ is denoted as B+s .

Definition 4.2 (Equivalence B+of PFSA up to state relabeling) Following Defini-
tion 3.1, two PFSA K1, K2 ∈ B+ are said to be equivalent up to state relabeling,
denoted as K1 � K2, if K̄1SK̄2 and π̃2(q, σ ) = π̃1 [T (q), σ ]. Similarly, following
Definition 3.2, K1 is said to be a merging of K2, denoted as K1 � K2, if K̄1 � K̄2
and π̃2(q, σ ) = π̃1 [μ(q), σ ].

The above conditions on the probability map π̃ imply that relabeling and merging
retain the transition probabilities and introduce partial orderings on the quotient sets
(B+/ �) and (B+/ �), respectively.

Definition 4.3 (Structural similarity in PFSA) Two PFSA K and H, belonging to
B+, are said to have the same structure if their underlying FSA are S-equivalent, i.e.,
K̄SH̄ .

The implication of Definition 4.3 is that K and H have the same underlying FSA,
but with potentially different transition probabilities.

Lemma 4.4 Let H1, H2, K ∈ B+ such that H1 � K and H2 � K . Then, there exists
H3 ∈ B+ such that H3 � H1 and H3 � H2.

Proof An equivalence relation ∼ on QK is defined by: q ′ ∼ q ′′ iff there exists a
finite chain of states q1, . . . , qn+1 ∈ QK with q1 = q ′, qn+1 = q ′′ such that: ∀ i ∈
{1, . . . , n} ,

⎧

⎨

⎩

μ1(qi ) = μ1(qi+1)

or
μ2(qi ) = μ2(qi+1)

Let Q3 = QK /∼ be the quotient space, and let [q] be the equivalence class of q ∈ QK .
The idea is to merge together all the elements being in the same equivalence class.
Claim One has δK (q ′, σ ) ∼ δK (q ′′, σ ) and π̃K (q ′, σ ) = π̃K (q ′′, σ ) for any σ ∈ �

and any q ∼ q ′. Indeed, if there exist q1, q2 ∈ QK and some i ∈ {1, 2} such that
μi (q1) = μi (q2), then it follows that

π̃i (μi (q1), σ ) = π̃i (μi (q2), σ )

⇒ π̃K (q1, σ ) = π̃K (q2, σ )
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and

δi (μi (q1), σ ) = δi (μi (q2), σ )

⇒ μi (δK (q1, σ )) = μi (δK (q2, σ ))

⇒ δK (q1, σ ) ∼ δK (q2, σ )

The claim is then established by induction on the set {qi }i=1,...,n+1.
To resume the proof of Lemma 4.4, H3 is defined on Q3, by setting

δ3([q], σ ) � [δK (q, σ )]
π̃3([q], σ ) � πK (q, σ )

that are well defined according to the above claim.
Furthermore, for any q ∈ QK , for i ∈ {1, 2}, one has μ−1

i (μi (q)) ⊆ [q]. There-
fore, by setting μ̃i : Qi → Q3 as μ̃i (q) � [μ−1

i (q)]∀q ∈ Qi , it follows that μ̃i is
surjective because μi is surjective, and μ̃i is a merging map.

Indeed, for all q ∈ Qi and all σ ∈ �, there exists q ′ ∈ QK such that μi (q ′) = q.
Hence,

π̃3(μ̃i (q), σ ) = π̃3
([q ′], σ )

= π̃K
(

q ′, σ
)

= π̃i (μi (q
′), σ )

= π̃i (q, σ )

and

μ̃i (δi (q, σ )) =
[

μ−1
i (δi (q, σ ))

]

= [δK (q ′, σ )
]

= δ3
([q ′], σ )

= δ3 (μ̃i (q), σ )

So that H3 � Hi for i ∈ {1, 2}. ��
Theorem 4.5 (Minimal representation) Let K ∈ B+. There exists a unique (up to
state relabeling) irreducible PFSA ̂K ∈ B+, called the minimal representation of K
such that ̂K � K and ̂K have a minimal number of states. Furthermore, if H � K
for any H ∈ B+, then ̂K � ̂H.

Proof Let 	 be the set of lower-bounds of K , and 	′ ⊂ 	 be the set of lower-bounds
having the minimal number of states, say m. Then, for all H1, H2 ∈ 	′, applying
Lemma 4.4, there exists H3 ∈ 	 with |H3| ≤ m and H3 � Hi . But the minimality
condition imposes to have |H3| = m, that is H3 ∈ 	′. Thus, H1 � H3 � H2. Now,
all the lower-bounds of H are lower-bounds of K ; therefore, if H � K , then one has
̂H � ̂K . By applying Lemma 4.4 again to ̂K and ̂H , it follows that ̂K � ̂H . ��
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The concept of minimal representation leads to the key notion of algebraic equiv-
alence as stated in the following definition.

Definition 4.6 (Algebraic equivalence of PFSA) Two PFSA K , H ∈ B+ are said to
be algebraically equivalent, denoted as K ≡ H, if their minimal representations are
equal up to state relabeling, i.e., ̂K � ̂H .

The above definition implies that two algebraically equivalent PFSA can be obtained
from each other by several operations of state splitting and merging.

Definition 4.7 (Synchronizable minimal representation of PFSA) Following Defini-
tion 4.6, the quotient set C+ � B+/ ≡ and the set C+s of PFSA with an irreducible
and synchronizable minimal representation is defined as:

C+s � B+s / ≡

In other words, the quotient set C+s could be expressed as:

C+s =
{

�K � ∈ C+ | ̂K ∈ As

}

where �K � is the equivalence class of K ∈ B+ under the relation ≡.

In the sequel, the vector space is built on C+s which is the set of classes of irreducible
and synchronizable PFSA.

4.2 Join composition of PFSA

Join composition of PFSA consists of bringing two PFSA to an equivalent common
structure, so that the vector addition can be performed. The idea is to compute the join
of the underlying FSA of two PFSA, and to label the transitions with the probabilities
of one or the other PFSA. This labeling process is what is called the ‘lift’ of an FSA
relative to a PFSA.

Definition 4.8 (Lift of an FSA relatively to a PFSA) Let K ∈ B+ and G ∈ A satis-
fying with K̄ � G (merging mapping μ). The lift of G relatively to K , denoted as
�G�K , is the PFSA (G, π̃G) , where π̃G(q, σ ) � π̃K [μ(q), σ ].

The lift consists of making an FSA G into a PFSA �G�K by taking the transi-
tions’ probabilities of another PFSA K . From the above definition, it follows that
K � �G�K , and thus K ≡ �G�K . More specifically, the lift can be computed for the
join of the underlying FSA K̄1 ∨ K̄2 (see Sect. 3.1).

Definition 4.9 (Join composition) Let K , H ∈ B+. The join composition of K by H,

denoted as K � H, is the lift: K � H � �K̄ ∨ H̄�K .

It follows from the above definition that K � H and H � K have the same struc-
ture although they are not equivalent up to state relabeling; and K ≡ K � H . Also
̂K � H � K � H and K � ̂H � K � H .

123



292 P. Adenis et al.

Remark 4.2 The notions of join and join composition generalize the idea of syn-
chronous composition for FSA and PFSA, respectively [15]. From the computational
perspective, join and join composition are directly obtained from the synchronous
composition, where the transient states and the (possibly) superfluous independent
cycles are removed; this is what Lemma B.3 in Appendix 8 states.

5 Inner product space structure on the quotient set C+
s

This section establishes the structure of an inner product space on the quotient set C+s
by making use of the algebraic tools developed in the previous sections. Along this
line, the following algebraic and topological notions are introduced:

• Vector addition ⊕ in Sect. 5.1
• Scalar multiplication � in Sect. 5.2
• Inner product in Sect. 5.3

The operations on C+s are established in three steps:

• Defining the operation on PFSA having the same structure in B+s
• Extending the above structure to any PFSA using the join composition in Sect. 4.2.
• Showing the operation keeps the algebraic equivalences (compatibility), and

extending the definition to the quotient space in C+s .

5.1 Abelian group structure

This subsection introduces the notion of vector addition in the space of PFSA.

Definition 5.1 (Vector addition on the PFSA of similar structure) Let K , H ∈ B+s be
two synchronizable PFSA having the same FSA structure, i.e., K̄SH̄ . Since they are
synchronizable, there exists a unique relabeling map T : QK → Q H from K̄ to H̄
(see Sect. 3.2). The addition is defined as K ⊕ H � (�, QK , δK , πK⊕H ) where

π̃K⊕H (q, σ ) � π̃K (q, σ )× π̃H [T (q), σ ]
∑

α∈� π̃K (q, α)× π̃H [T (q), α]
∀q ∈ Q ∀σ ∈ � (5.1)

Remark 5.1 If applied to non-synchronizable machines, Definition 5.1 could have
ambiguities. The rationale is that, in general, two equivalent FSA up to state relabeling
could admit several corresponding relabeling maps T . For synchronizable machines,
existence and uniqueness of such a map T are guaranteed [18] (see Sect. 3.2), and the
operation of vector addition relies on the uniqueness of the map T ; however, some
non-synchronizable machines may also satisfy this condition. For example, Fig. 2
shows two non-synchronizable FSA such that G1 has a unique relabeling map and
G2 does not due to the perfect symmetry of the graph. Hence, it would be possible
to achieve quasi-synchronizability, i.e., to extend this formulation to non-synchroniz-
able machines with the characterization of this unique relabeling map. The underlying
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(a) (b)
Fig. 2 Examples of non-synchronizable FSA

problem is that the join of two quasi-synchronizable PFSA may not be quasi-synchro-
nizable, itself. Note that such a characterization is difficult to obtain if a measure-the-
oretic approach [16,17] is adopted rather than the algebraic approach developed in
this paper.

Definition 5.2 (Vector addition on B+s ) Let K , H ∈ B+s . Then, the vector addition is
defined as:

K ⊕ H � (K � H)⊕ (H � K ) (5.2)

The above definition is consistent with the foregoing one since the PFSA K and H
having the same structure implies that K � H = K and H � K = H .

Proposition 5.3 (Compatibility of⊕with equivalence classes) Let K , H ∈ B+s . Then
̂K ⊕ H � K ⊕ H, so that K ⊕ H ≡ ̂K ⊕ H.

Proof With the same merging map μ, it follows that

̂K � H � K � H

H � ̂K � H � K

Since K � H and H � K have the same structure as well as ̂K � H and H � ̂K , it
comes μ1 = μ2 = μ. It is now claimed that μ is the merging map of ̂K⊕H � K⊕H .
Indeed, μ is surjective and hence it follows that ∀q ∈ QK∨H ∀σ ∈ �,

μ
[

δK⊕H (q, σ )
] = μ [δK∨H (q, σ )]

= δ
̂K∨H (μ(q), σ )

= δ
̂K⊕H (μ(q), σ )

and

π̃
̂K⊕H (μ(q), σ ) = π̃

̂K∨H (μ(q), σ )× π̃H∨̂K (μ(q), σ )
∑

α∈� π̃
̂K∨H (μ(q), α)× π̃H∨̂K (μ(q), α)
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= π̃K∨H (q, σ )π̃H∨K (q, σ )
∑

α∈� π̃K∨H (q, α)π̃H∨K (q, α)

= π̃K⊕H (q, σ )

��
By symmetry, since K ⊕ H � H ⊕ K (in this case, the unique relabeling map is

T−1), it follows that K ⊕ H ≡ K ⊕ ̂H .

Definition 5.4 (Vector addition on C+s ) Let the binary operator

+ : C+s × C+s → C+s

be defined for any �K �, �H� ∈ C+s by �K � + �H� � �̂H ⊕ ̂K �
This addition operation is well defined because the result does not depend on the

specific representation of K and H, as shown in Proposition 5.3.

Remark 5.2 The operation of vector addition of two PFSA is interpreted as follows.
Given two PFSA having the same structure that can always be obtained by the join
composition (see Sect. 4.2), the vector addition magnifies the probabilities when they
are both high, weakens them when they are both very small, and tends to average them
in other cases.

Definition 5.5 (Symbolic white noise) Let e be the PFSA defined by Qe = {qe} (only
one state), δe(qe, σ ) = qe, and π̃e(qe, σ ) = 1

|�| . This PFSA is called symbolic white
noise and the underlying FSA is denoted as ē.

Remark 5.3 The rationale for the PFSA e being called symbolic white noise is as
follows. The PFSA e encodes a semantic sequence, where any word is completely
independent of the past history and all words of the same (finite) length have equal
probability of occurrence. Performing the vector addition of this symbolic white noise
with another PFSA does not provide any additional information and keeps this PFSA
unchanged.

Theorem 5.6
(C+s ,+) is an Abelian Group with e as the zero element.

Proof The axioms of an Abelian Group need to be checked.

• Commutativity This is obvious according to the definition of the vector addition.
• Associativity Let K1, K2, K3 ∈ B+s .

If K1, K2 and K3 have the same structure1, then it follows that

π̃(K1⊕K2)⊕K3(q, σ ) = π̃K1⊕K2(q, σ )π̃3(q, σ )
∑

α∈� π̃K1⊕K2(q, α)π̃3(q, α)

1 Since the relabeling map T is unique it is omitted in the following calculations.
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=
π̃1(q,σ )π̃2(q,σ )

∑

β∈� π̃1(q,β)π̃2(q,β)
π̃3(q, σ )

∑

α∈�
π̃1(q,α)π̃2(q,α)

∑

β∈� π̃1(q,β)π̃2(q,β)
π̃3(q, α)

= π̃1(q, σ )π̃2(q, σ )π̃3(q, σ )
∑

α∈� π̃1(q, α)π̃2(q, α)π̃3(q, α)

This last expression is symmetrical, and thus π̃(K1⊕K2)⊕K3(q, σ ) = π̃K1⊕(K2⊕K3)

(q, σ ).
If K1, K2 and K3 do not have the same structure, then associativity of the join
operator ∨ over FSA simply needs to be recalled.

K̄1 ∨ (K̄2 ∨ K̄3) = (K̄1 ∨ K̄2) ∨ K̄3

• Zero element Given K ∈ B+s , it follows that K̄ � ē, and therefore, ē ∨ K̄ = K̄ .
This means that QK⊕e = QK and δK⊕e = δK . Furthermore, by definition,
π̃K∨e(q, σ ) = π̃K (q, σ ) and π̃e∨K (q, σ ) = π̃e(qe, σ ) = 1

|�| , which yields:

π̃K∨e(q, σ ) = π̃K (q, σ )× 1
|�|

∑

α∈� π̃K (q, α)× 1
|�|
= π̃K (q, σ )

• Inverse Let K ∈ B+s .
Let (−K ) � (�, QK , δK , π̃−K ) with

π̃−K (q, σ ) �
1

π̃K (q,σ )
∑

α∈� 1
π̃K (q,α)

(5.3)

Then, it follows that π̃K⊕(−K )(q, σ ) = 1
|�| for all q ∈ QK and σ ∈ �.

Merging all the states, one finally gets K ⊕ (−K ) ≡ e. ��

5.2 Scalar multiplication

This subsection introduces the notion of scalar multiplication in the vector space of
PFSA.

Definition 5.7 (Scalar multiplication on PFSA) Let the binary operator of scalar mul-
tiplication � : R× B+s → B+s be defined for all λ ∈ R and all K ∈ B+s by λ� K �
(�, QK , δK , π̃λ�K ) with

π̃λ�K (q, σ ) � (π̃K (q, σ ))λ
∑

α∈�(π̃K (q, α))λ
∀q ∈ Q ∀σ ∈ � (5.4)

Proposition 5.8 (Compatibility with equivalence classes) Let λ ∈ R and K ∈ B+s .
Then, λ� ̂K � λ� K so that (λ� K ) ≡ (λ� ̂K ).
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Proof The merging map μ associated with ̂K � K is also associated with (λ� ̂K ) �
(λ� K ). ��
Definition 5.9 (Scalar multiplication on C+s ) Let the binary operator

· : R× C+s → C+s

be defined for any λ ∈ R and any �K � ∈ C+s by λ · �K � � �λ� ̂K �.
Remark 5.4 Scalar multiplication in the vector space of PFSA retains the structure of
the PFSA and simply reshapes its probabilities via the probability map π̃ . Multiplica-
tion by λ ∈ R

+ puts a larger weight to the transition having a higher probability and
weakens those having lower probabilities; the effect is opposite if λ < 0. Therefore,
as λ→+∞, the PFSA tends to a delta distribution, where the highest probability in
each state tends to 1 while the others tend to 0. Similarly, as λ → −∞, the PFSA
also tends to a delta distribution, where the smallest probability in each state tends to
1 while the others tend to 0. Interestingly, in these limits, the PFSA may not be irre-
ducible any more. On the contrary, if k → 0, all the probabilities tend to the uniform
distribution, i.e., the PFSA tends to behave as the symbolic white noise. In essence,
multiplication of a vector by the scalar 0 yields the zero vector.

Theorem 5.10 (Vector space structure)
(C+s ,+, ·) is a vector space over the real

field R.

Proof The missing axioms of the vector space structure need to be checked.

• (Unitarity) From the definition, it is clear that 1 · K = K , for any K ∈ B+s .
• (Distributivity of · on +) Let K , H ∈ C+s and λ ∈ R.

If K and H have the same structure, it comes

π̃λ�(K⊕H)(q, σ ) = (π̃K⊕H (q, σ ))λ
∑

α∈�(π̃K⊕H (q, α))λ

=
(

π̃K (q,σ )×π̃H (q,σ )
∑

β∈� π̃K (q,β)×π̃H (q,β)

)λ

∑

α∈�
(

π̃K (q,α)×π̃H (q,α)
∑

β∈� π̃K (q,β)×π̃H (q,β)

)λ

= (π̃K (q, σ ))λ × (π̃H (q, σ ))λ
∑

α∈�(π̃K (q, α))λ × (π̃H (q, α))λ

=
(

π̃K (q,σ )
∑

β∈� π̃K (q,β)

)λ ×
(

π̃H (q,σ )
∑

β∈� π̃H (q,β)

)λ

∑

α∈�
(

π̃K (q,α)
∑

β∈� π̃K (q,β)

)λ ×
(

π̃H (q,α)
∑

β∈� π̃H (q,β)

)λ

= π̃λ�K (q, σ )× π̃λ�H (q, σ )
∑

α∈� π̃λ�K (q, α)× π̃λ�H (q, α)

= π̃λ�K⊕λ�H (q, σ )
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If K and H do not have the same structure, then

π̃λ·(K+H)(q, σ ) = π̃λ�(̂K⊕̂H)(q, σ )

= π̃̂
λ·K⊕̂λ·H (q, σ )

= π̃λ·K+λ·H (q, σ )

• (Distributivity of + on ·) Let K ∈ B+s and λ1, λ2 ∈ R. Of course, K , (λ1 · K ), (λ2 ·
K ) and (λ1 + λ2) · K have the same structure.
By a very similar calculation, it follows that

π̃(λ1+λ2)·K (q, σ ) = π̃λ1·K+λ2·K (q, σ )

• (Compatibility of multiplications) Let K ∈ B+ and λ1, λ2 ∈ R. It is known that
K , (λ1 · K ), (λ2 · (λ1 · K )) and (λ1 × λ2) · K have the same structure.
And again, it is easy to check that:

π̃(λ1×λ2)·K (q, σ ) = π̃λ1·(λ2·K )(q, σ ).

��

5.3 Inner product

This subsection presents the construction of a general inner-product. The vector addi-
tion (see Definitions 5.2 and 5.4) is constructed in three steps. First, the operation of
vector addition is defined for PFSA having the same structure; then it is generalized
for any two PFSA using the join composition (see Sect. 4.2); and eventually it is
generalized to the quotient space showing a compatibility property.

Similar to the usual notion of an inner product in functional analysis [27], it is
possible to define a family of inner products having different weights. Here, weight
is defined to be a mapping �G : QG → (0,+∞) which associates a strictly positive
real number to a state of an arbitrary FSA G.

Definition 5.11 (Compatible weight � ) The family of weight functions
{�G : QG → (0,∞), G ∈ As} is said to be compatible if the following condition
holds true:

�F (q) =
∑

q̃∈μ−1(q)

�G(q̃) (5.5)

whenever F � G with relabeling map μ.

In Definition 5.11, compatibility means that whenever a state is split, the weight
of this state is distributed on the split states. Inner products can be defined based on a
family of weights {�G}.
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Definition 5.12 (Inner product on B+s ) Let K , H ∈ B+s and {�G , G ∈ As} be a
compatible family of weights. If K and H have the same structure, then by synchro-
nizability there exists a unique relabeling map T : QK → Q H (see Sect. 3.2), and
the inner product is defined as:

〈〈K , H〉〉 �
∑

q∈QK

�K (q)
∑

α,β∈�
log

(

π̃K (q, α)

π̃K (q, β)

)

× log

(

π̃H [T (q), α]

π̃H [T (q), β]

)

(5.6)

If K and H do not have the same structure, then the inner product is defined as:

〈〈K , H〉〉 � 〈〈K � H, H � K 〉〉 (5.7)

Remark 5.5 There are many ways to define an inner product on a vector space of
PFSA. For example, Wen et al. [16,17] have reported the construction of a family
of inner products to generate an appropriate metric for the specific problem at hand.
However, the procedure outlined in [17] is probability-measure-theoretic and requires
dependence on the initial state of the PFSA. A topic of future research is development
of a procedure for choice of an inner product that provides an appropriate metric.

The next proposition generalizes Definition 5.12 to the quotient space C+s .

Proposition 5.13 (Compatibility with equivalence classes) For any K , H ∈ B+s , one
has 〈〈K , H〉〉 = 〈〈̂K , H〉〉.
Proof One has:

̂K � H � K � H (merging mapμ1)

H � ̂K � H � K (merging mapμ2)

But since K � H and H � K have the same structure as well as ̂K � H and H � ̂K ,

it follows μ1 = μ2 = μ. Then:

〈〈̂K , H〉〉 =
∑

q∈Q
̂K�H

�
̂K�H (q)

∑

α,β∈�
log

(

π̃
̂K�H (q, α)

π̃
̂K�H (q, β)

)

× log

(

π̃H�̂K (q, α)

π̃H�̂K (q, β)

)

=
∑

q∈Q
̂K�H

∑

q̃∈μ−1(q)

�K�H (q̃)
∑

α,β∈�
log

(

π̃
̂K�H (μ(q̃), α)

π̃
̂K�H (μ(q̃), β)

)

× log

(

π̃H�̂K (μ(q̃), α)

π̃H�̂K (μ(q̃), β)

)

=
∑

q̃∈QK∨H

�K�H (q̃)
∑

α,β∈�
log

(

π̃K�H (q̃, α)

π̃K�H (q̃, β)

)

× log

(

π̃H�K (q̃, α)

π̃H�K (q̃, β)

)

= 〈〈K , H〉〉

��
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In this above proof, compatibility of the weights is crucial. Indeed it is required
to distribute the states by splitting to assure compatibility with algebraic equivalence.
Moreover, since the expression of the inner product is symmetric, it follows that

〈〈K , H〉〉 = 〈〈K , ̂H〉〉

Definition 5.14 (Inner Product on C+s ) Let the binary operator

〈·, ·〉 : C+s × C+s → R

be defined for any �K �, �H� ∈ C+s by 〈�K �, �H�〉 � 〈〈̂K , ̂H〉〉. It is well defined
based on Proposition 5.13.

Theorem 5.15
(C+s ,+, ·, 〈·, ·〉 ) is an Inner Product Space.

Proof One needs to check 〈·, ·〉 actually defines an inner product.

• Symmetry It directly follows from Definition 5.14.
• Bilinearity Let K1, K2, H ∈ B+s . If all of K1, K2, H have the same structure, then

it follows that

〈K1 + K2, H〉 =
∑

q∈Q

�(q)
∑

α,β∈�
log

(

π̃K1+K2(q, α)

π̃K1+K2(q, β)

)

log

(

π̃H (q, α)

π̃H (q, β)

)

=
∑

q∈Q

�(q)
∑

α,β∈�
log

(

π̃K1(q, α)π̃K2(q, α)

π̃K1(q, β)π̃K2(q, β)

)

log

(

π̃H (q, α)

π̃H (q, β)

)

= 〈K1, H〉 + 〈K2, H〉

Let all of K1, K2, H not have the same structure. Then, by assuming minimal
representations of their respective classes, it follows that

〈K1 + K2, H〉 = 〈(K1 � K2 + K2 � K1) � H, H � (K1 � K2 + K2 � K1)〉
= 〈K1 � (K2 � H)+ K1 � (K2 � H), H � (K1 � K2)〉
= 〈K1 � (K2 � H), H � (K1 � K2)〉
+〈K1 � (K2 � H), H � (K1 � K2)〉
(because they all have the same structureK̄1∨K̄2∨H̄)

= 〈K1, H〉 + 〈K2, H〉

Now let K , H ∈ B+s and λ ∈ R. If H and K have the same structure, then it
follows that

〈λ · K , H〉 =
∑

q∈Q

�(q)
∑

α,β∈�
log

(

π̃λ
K (q, α)

π̃λ
K (q, β)

)

× log

(

π̃H (q, α)

π̃H (q, β)

)

= λ〈K , H〉
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If H and K do not have the same structure, then it follows that

〈λ · K , H〉 = 〈(λ · K ) � H, H � (λ · K )〉
= 〈λ · (K � H), H � K 〉
= λ〈K � H, H � K 〉
= λ〈K , H〉

• Positivity For all K ∈ B+s , it naturally comes:

〈K , K 〉 =
∑

q∈Q

�(q)
∑

α,β∈�
log2

(

π̃(q, α)

π̃(q, β)

)

≥ 0

because �(q) > 0.
• Definiteness If 〈K , K 〉 = 0, then a sum of positive terms is equal to zero, which

means each term is individually equal to zero:

log2
(

π̃(q, α)

π̃(q, β)

)

= 0 ⇒ π̃(q, α) = π̃(q, β)

Using the normalization condition, it comes that π̃(q, σ ) = 1
|�| , that is K ≡ e.

��
In the sequel, a compatible family of weights is proposed by making use of the

stationary distribution of PFSA states ℘, for which existence and uniqueness are
guaranteed by the Perron–Frobenius theorem [28,29] for irreducible PFSA. Indeed a
stochastic matrix π : Q × Q → (0, 1) defined by:

π(q1, q2) �
∑

σ∈� / δ(q1,σ ) = q2

π̃(q1, σ ) (5.8)

represents the probability of transition from one state q1 to another q2 of an irreduc-
ible stochastic matrix π . It guarantees existence and uniqueness of the left eigenvector
℘K associated to the left eigenvalue 1. The normalized ℘K vector satisfies the follow-
ing condition.

∑

q ′∈QK

℘K (q ′)πK (q ′, q) = ℘K (q) (5.9)

Lemma 5.16 Let K � H (with a merging map μ) be two PFSAs of B+. Then, for all
q ∈ QK :

℘K (q) =
∑

q̃∈μ−1(q)

℘H (q̃)
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Proof First, for all q̃1 ∈ Q H , q2 ∈ QK :

πK
[

μ(q̃1), q2
] =

∑

σ∈� / δK [μ(q̃1),σ]=q2

π̃K
[

μ(q̃1), σ
]

=
∑

σ∈� / δH (q̃1,σ )∈μ−1(q2)

π̃H
[

q̃1, σ
]

=
∑

q̃2∈μ−1(q2)

∑

σ∈� / δH (q̃1,σ )=q̃2

π̃H
[

q̃1, σ
]

=
∑

q̃2∈μ−1(q2)

πH (q̃1, q̃2)

Then define ℘̃(q) �
∑

q̃∈μ−1(q) ℘H (q̃). What needs to be shown is that ℘̃ = ℘K .
Indeed:

∑

q1∈QK

℘̃(q1)πK (q1, q2) =
∑

q1∈QK

∑

q̃1∈μ−1(q1)

℘H (q̃1)πK (μ(q̃1), q2)

=
∑

q1∈QK

∑

q̃1∈μ−1(q1)

℘H (q̃1)×
⎛

⎝

∑

q̃2∈μ−1(q2)

πH (q̃1, q̃2)

⎞

⎠

=
∑

q̃2∈μ−1(q2)

⎡

⎣

∑

q̃1∈Q H

℘H (q̃1)πH (q̃1, q̃2)

⎤

⎦

=
∑

q̃2∈μ−1(q2)

℘H (q̃2)

= ℘̃(q2)

Moreover, it is clear that ℘̃ is normalized, and by uniqueness of the left normalized
eigenvector, one has ℘̃ = ℘K . ��

It follows from Lemma 5.16 that it is possible to obtain a compatible family of
weights by putting the (equiprobable) probabilities 1

|�| on the transitions of an FSA
G. This is realized by computing the lifting of e relatively to G (see Sect. 4.2) and
computing its stationary distribution ℘.

Proposition 5.17 Defining �G = ℘�G�e , it follows that {�G, G ∈ As} is a compat-
ible family of weights.

Proof If F � G, then by lifting �F�e � �G�e, and the result follows from the Lemma
5.16. ��
Remark 5.6 The inner product, introduced in this section, can be interpreted to be
analogous to the information contained in a PFSA. Let us compare the norm (induced
by the inner product) of a PFSA, defined as:
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Fig. 3 PFSA K and H to be summed up

||K ||2 =
∑

q∈Q

�(q)
∑

α,β∈�

[

log π̃(q, α)− log π̃(q, β)
]2

with the entropy rate [30], in the field of Information Theory, defined as:

hK (Q|�) = −
∑

q∈Q

℘(q)
∑

σ∈�
π̃(q, σ ) log π̃(q, σ )

It follows that the norm corresponds to a mean-square version of the information con-
tent. The above two formulae are closely related in the sense that the maximum of
entropy rate (achieved for the symbolic white noise) corresponds to the minimum of
the norm achieved by ‖e‖ = 0.

6 Validation of theoretical results

Two examples are presented in this section to validate the theoretical work, developed
in this paper. The first example is numerical in nature and illustrates the algebraic oper-
ations of join and vector addition. The second example analyzes experimental data of
sensor time series for pattern recognition in the context of robot motion behavior.

6.1 Example 1: join and vector addition

The objective of this example is to demonstrate the vector addition of two irreducible
and synchronizable PFSA. Figure 3 shows two PFSA K , H ∈ B+s that are constructed
over the alphabet � = {0, 1}. The synchronizable word for K is wK =“0” which
always leads to state I; and the synchronizable word for H is wH =“01” which
always leads to state C.

Since the PFSA K and H have different algebraic structures, their join compo-
sitions need to be computed as shown in Fig. 4. The behavior of the merging maps
μK and μH (see Eq. 3.2), respectively related to K � K � H and H � H � K , is
shown in dash-line circles in Fig. 4. As explained in Sect. 3.2, the concatenated word
wH wK =“010” is a synchronizable word for K̄ ∨ H̄ . This word, indeed, always leads
to state 3. Using Eq. 5.1, the addition is now computed as shown in Fig. 5.
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Fig. 4 Join compositions K � H and H � K

Fig. 5 The vector addition K ⊕ H

6.2 Example 2: pattern recognition of Robot motion behavior

This subsection presents modeling of robot motion profile from sensor time series and
its identification by pattern matching. The results are derived from experimental data
in a laboratory environment, consisting of a wireless networked system incorporat-
ing mobile robots, robot simulators, and distributed sensors [31]. In this application,
D-Markov algorithms [3,6] have been used to construct PFSA as representations of
different types of robot motions. To this end, sensor time series data are collected
for two different types of robot motion. Accordingly, two PFSA G1 and G2 are con-
structed from the respective training data to serve as reference patterns for these two
types of motion. A third PFSA P is constructed from a different time series of test
data, where the unknown type of motion profile is to be identified. Figure 6 depicts
the three PFSA, G1, G2 and P, where each PFSA is constructed with the alphabet
cardinality |�| = 3 and depth D = 1 of the D-Markov machine [3]. In this example,
since all three PFSA have the same structure, it suffices to obtain their respective maps
by Eq. 5.1. Now, the problem of robot behavior identification is stated as follows.

Given a PFSA P constructed from an (experimentally generated) time series of
robot motion, the problem is to classify P into one of the two patterns: G1 and
G2 with the underlying norm induced from the inner product in Definition 5.14.
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(a) (b) (c)
Fig. 6 PFSA representing different motions of robots

˜P =
⎧

⎨

⎩

0.68 0.14 0.18
0.61 0.14 0.25
0.68 0.14 0.18

⎫

⎬

⎭

Take inverse−−−−−−−−−→
termwise

⎧

⎨

⎩

1/0.68 1/0.14 1/0.18
1/0.61 1/0.14 1/0.25
1/0.68 1/0.14 1/0.18

⎫

⎬

⎭

Normalize−−−−−−−→
Rows

⎧

⎨

⎩

0.10 0.51 0.39
0.13 0.55 0.32
0.10 0.51 0.39

⎫

⎬

⎭

= ˜−P

To verify that the probability map of the PFSA G1 − P = G1 + (−P), the matrix
˜G1 is first multiplied elementwise (denoted by .×) with ˜−P and then each row is
normalized.

˜G1 .× ˜−P =
⎧

⎨

⎩

0.60× 0.10 0.15× 0.51 0.25× 0.39
0.57× 0.13 0.20× 0.55 0.23× 0.32
0.59× 0.10 0.18× 0.51 0.23× 0.39

⎫

⎬

⎭

Normalize−−−−−−−→
Rows

⎧

⎨

⎩

0.27 0.32 0.41
0.29 0.43 0.28
0.25 0.38 0.37

⎫

⎬

⎭

= ˜(G1−P)

By Eq. 5.6, where the natural logarithm is used, the distance between the observed
pattern P and the reference patterns is obtained as: ‖G1 − P‖ = 0.5743 and ‖G2 −
P‖ = 0.9098, respectively. Since ‖G1 − P‖ < ‖G2 − P‖, it is concluded that P is
closer to G1 and hence the robot motion is classified to be G1.

7 Summary, conclusions, and future research

This paper constructs a vector space on a class of PFSA in an algebraic setting with-
out any direct dependence on the associated concept of probability measures [16,17].
In contrast to the general setting of a HMM built upon a nondeterministic FSA struc-
ture [7], this paper assumes a deterministic structure of the underlying FSA (see Def-
inition 2.2) in the PFSA construction. Since a nondeterministic FSA can be exactly
represented by a deterministic FSA [20], the proposed algebraic approach might be
extendable to a nondeterministic FSA structure, which would, however, increase the
complexity of the PFSA’s vector space representation. In such cases, a probabilistic
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approach described in[16,17] could be more suitable to develop a similar mathemati-
cal framework for PFSA whose FSA structure is nondeterministic. This issue has not
been addressed in this paper.

Instead of considering classes of PFSA generating the same stationary probability-
measure, this paper enlightens the notion of algebraic equivalence, which is solely
described by manipulations of the structure of the automata. This paper is developed
in the context of stationarity. Not any PFSA is relevant in this context, and only
those satisfying the specific properties, namely irreducibility (see Definition 2.4) and
synchronizability (see Definition 3.3), are addressed.

In general, normed spaces can be constructed on this vector space of PFSA. Spe-
cifically, the structure of an inner product space is developed on the quotient space
of irreducible and synchronizable PFSA. In this respect, two examples are presented
to demonstrate applicability of the proposed theoretical work, which includes pattern
recognition based on the behavior of robot motion in a laboratory environment.

This mathematical framework is motivated by various applications in dynamical
systems modeling, analysis, and control in a stochastic setting. One of the applica-
tions of this mathematical framework is pattern recognition in identification of robot
motion behavior [31]. While there are many other topics for both theoretical and
application-oriented research, a few examples are presented below.

• Extension of the vector space structure to quasi-synchronizable PFSA using a
weaker version of the synchronizability condition [24] (See Remark 5.1).

• Extension of the vector space structure to accommodate PFSA whose FSA could
be nondeterministic.

• Study of the connection between these algebraic developments and the probabil-
ity-measures setting from a stationary perspective, and an extension of the vector
space structure to the probability-measure space.

• Development of an analytical procedure for selection of an inner product on the
vector space of PFSA, which will allow an appropriate choice of the metric for the
problem at hand. This is a natural continuation of the present work.

• Formulation of one or more methods of decision and control synthesis in discrete-
event dynamical systems based on a vector-space model of PFSA, analogous to
classical control synthesis methods in finite-dimensional vector spaces.

Appendix A

Theorem A.1 (Characterization of an irreducible FSA) Let G ∈ Ā with state cardi-
nality |Q| > 1. Then G is irreducible if and only if for any A, B ⊂ Q such that {A, B}
forms a partition of Q, there exists one transition from A to B.

Note If |QG | = 1, there exists no partition of QG, on the other hand G is always
irreducible.

Proof ⇒ Let {A, B} be a partition of QG , with qA ∈ A and qB ∈ B. Then since
G is irreducible, there exists a word w = σ1 . . . σN which goes from qA to qB . Let
q1 � qA and for all i ∈ {2, . . . , N + 1} , let qi � δ(qi−1, σi−1). Of course one has
qN+1 = qB .

123



306 P. Adenis et al.

Let 	 � {i ∈ {1, . . . , N + 1} | qi ∈ B}. Then N + 1 ∈ 	 and 1 /∈ 	. Since 	 is
a non-empty subset of N, it has a minimal element: i0 � min 	 with i0 > 1. Then
qi0−1 ∈ A and qi0 ∈ B, and therefore, δ(qi0−1, σi0−1) is a transition from A to B.
⇐ Let q, q ′ ∈ QG . First, assume that q �= q ′.

A word of transitions from q to q ′ needs to be constructed.
Let q1 � q, and then, let be the following recursive construction for i < |G|:

Ai �
{

q j , j ≤ i
}

Bi � QG − Ai

Since {Ai , Bi } forms a partition of QG, it is known by assumption that there exist
qi+1 ∈ Bi , q̃i ∈ Ai and σi ∈ � such that qi+1 = δ(q̃i , σi ).

Inductively, ∀i ∈ {2, . . . , |G|} , let be the assertion Pi : “there exists a word wi

which goes from q1 = q to qi ”.
P2: obvious considering q2 = δ(q1, σ1). The word is: w2 = σ1.
P2 ∧ P3 ∧ . . . ∧ Pi ⇒ Pi+1: here, there is some q̃i ∈ Ai and σi ∈ � such that

qi+1 = δ(q̃i , σi ). If q̃i = q, then simply set wi+1 = σi . If not, then there exists j0
with 2 < j0 ≤ i such that q̃i = q j0 , and then wi+1 = w j0σi is a word which goes
from q to qi .

Since Pi is true, there is, specifically, a word from q to q ′.
Now, if q = q ′, consider q ′′ �= q (which exists because |G| > 1), then there exists

a word w from q to q ′′, and a word w′ from q ′′ to q. And finally, ww′ goes from q to
itself. ��

Appendix B

Theorem B.1 (Join of Two Irreducible FSA) Any two classes of irreducible FSA
[G1], [G2] in A/S admit a join denoted as G1 ∨ G2 which is irreducible.

Proof The proof of Theorem B.1 requires two lemmas that are presented below.

Lemma B.2 Let N ∈ N
∗ and {Gi }i=1...N be FSA. Let H be an FSA such that Gi � H

(with the merging map μi : Q H → QGi ) for all i . If there exist two different states
q1, q2 ∈ Q H such that μi (q1) = μi (q2) = qi ∈ Qi for all i, then one of these states
can be ‘removed’; that is, there exists an FSA H̃ such that Gi � H̃ for all i with
Q H̃ = Q H\{q2}.
Proof Let Q H̃ = Q H\ {q2} and the map ν : Q H → Q H̃ be such that

ν(q) =
{

q if q �= q2
q1 otherwise

Let now δH̃ be defined by δH̃ (q, σ ) � ν [δH (q, σ )] for all q ∈ Q H̃ .
Now one can build μ̃i : Q H̃ → QGi defined as μ̃i (q) � μi (q). Clearly, μ̃i ◦ν = μi

and these maps are surjective, because μ̃−1
i ({q}) = ν(μ−1

i ({q})) for all q ∈ QG, and
are merging maps because:
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μ̃i
[

δH̃ (q, σ )
] = μ̃i [ν (δH (q, σ ))]

= μ̃i ◦ ν [δH (q, σ )]

= μi [δH (q, σ )]

= δG [μi (q), σ ]

= δG
[

μ̃i (q), σ
]

��
The next lemma makes use of the concept of a stable subset as presented below.

Let G ∈ A. Then, QG,S ⊆ QG is said to be a stable subset of states of QG if
QG,S �= ∅; and δ(qS, σ ) ∈ QG,S for all qS ∈ QG,S, σ ∈ �.

Following the characterization of an irreducible FSA in Theorem A.1, one can
prove that G is irreducible if and only if the only possible stable subset of states of G
is QG itself.

Lemma B.3 Let N ∈ N
∗ and let {Gi }i=1...N be a family of irreducible FSA and H

be an FSA such that Gi � H for all i . If Q H,S is a stable subset of states relatively to
H, then H induces an FSA H̃ defined on Q H,S such that Gi � H̃ , for all i .

Proof Let μi be the merging maps relatively to Gi � H . Let H̃ be defined on Q H,S

as follows: δH̃ (qS, σ ) � δH (qS, σ ) for qS ∈ Q H,S, which is well defined because of
the stability property. Then, the map, μH̃ ,i (qS) � μi (qS) for all i, is surjective.

Indeed, by contradiction, considering Q0,i ⊆ Qi the set of elements of Qi which
do not admit a pre-image via μH̃ ,i , since Gi is irreducible, there must exist a transition
from an element q1 ∈ Qi − Q0,i to an element of q2 ∈ Q0,i . But q2 has a pre-image
set μ−1

i ({q2}) in Q H via μi (since μi is surjective). This pre-image set has an empty
intersection with Q H,S (because q2 has no pre-image by μH̃ ,i ). On the other hand,
q1 admits a pre-image q ′1 ∈ Q H,S . Then since there is a transition from q1 to q2 in
Gi , there must exist a transition from q ′1 to some q ′2 ∈ μ−1

i (q2) in H which is in
contradiction with the fact Q H,S is a stable subset relatively to H .

Finally μH̃ ,i is a merging map because one has:

μH̃ ,i [δH (qS, σ )] = μi [δH (qS, σ )]

= δi [μi (qS), σ ]

= δi

[

μH̃ ,i (qS), σ
]

��
Now the proof of Theorem B.1 is constructed as follows.

Proof By excluding the trivial case, where |QG1 | = 1 or |QG2 | = 1, the join G1∨G2
is constructed as the upper bound of G1 and G2 having the minimal number of states.
It is subsequently proven that this FSA satisfies with the axioms of the join.
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Let 	 be the set of all (not necessarily irreducible) upper bounds of FSA G1 and G2.
It is not empty because the synchronous composition G1⊗G2 is in 	. Let 	′ ⊂ 	 be
the set of upper-bounds having the minimal number of states, say m. Using this mini-
mality condition, the rest of the proof shows that any H ∈ 	′ is a join (and therefore
is essentially unique, up to state relabeling).
Claim For all H ∈ 	′, H is irreducible.
Indeed, if H is not irreducible, it admits a proper stable subset of states Q H,T . There-
fore, in virtue of Lemma B.3, since G1 and G2 are irreducible, there exists an FSA
H̃ ∈ 	 defined on Q H,S, with |H̃ | < m which is a contradiction.

To complete the proof, one now needs to show that for all H ∈ 	′, and for all
irreducible F ∈ 	, one has H � F . For i ∈ {1, 2}, there exists two merging maps
μH,i : Q H → Qi and μF,i : QF → Qi since both H and F are upper bounds of G1
and G2. Then, a binary relation ∼ is defined over Q H × QF as follows:

qH ∼ qF if ∀i ∈ {1, 2} , μH,i (qH ) = μF,i (qF )

Consequently, qH and qF are said to be linked together.
Claim If qH ∼ qF and q ′H ∼ qF , then qH = q ′H .
Indeed, if not, in virtue of Lemma B.2, qH and q ′H could be merged together which
would contradict the minimality condition of H.

Let Q H,L ⊆ Q H be the set of the linked elements of Q H , and similarly QF,L ⊂ QF

be the set of linked elements of QF .

Claim Q H,L is a stable subset of Q H ; and QF,L is a stable subset of QF .
Indeed, for Q H,L , by contradiction, let qH,L ∼ qF,L be two linked elements, q ′ /∈
Q H,L be a non-linked element of Q H , and σ ∈ � such that q ′ = δH (qH,L , σ ). Then,
for all i ∈ {1, 2}:

μH,i (q
′) = μH,i

[

δH (qH,L , σ )
]

= δi
[

μH,i (qH,L), σ
]

= δi
[

μF,i (qF,L), σ
]

= μF,i
[

δF (qF,L , σ )
]

And thus, q ′ ∼ δF (qF,L), which is a contradiction.
The proof of the claim is identical for QF,L .

Since H and F are irreducible, it directly follows that Q H,L = Q H and QF,L = QF .
It is then possible to define a map μ̃ : QF → Q H which to any element qF ∈ QF

associates its only linked element in Q H .
The map μ̃ is surjective, because any element of Q H is linked. Finally this map

satisfies, for all q ∈ QF , σ ∈ �, i ∈ {1, 2}, with:

μH,i
[

δH (μ̃(q), σ )
] = δi

[

μH,i ◦ μ̃(q), σ
]

= δi
[

μF,i (q), σ
]

(because μ̃(q) ∼ q)

= μF,i [δF (q, σ )]
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That is δH
[

μ̃(q), σ
] ∼ δF (q, σ ); and therefore μ̃ [δF (q, σ )] = δH

[

μ̃(q), σ
]

.
And then, H � F .

This last statement implies that for all H, H ′ ∈ 	′, both H � H ′ and H ′ � H, that
is HSH ′. Hence, all the elements of 	′ are equal up to state relabeling. Let this class
of elements be G1 ∨ G2. This completes the proof of Lemma B.3. ��

This proves Theorem B.1. ��
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