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As a paradigm of dynamic data-driven application systems (DDDAS), this paper addresses real-time
identification of the State of Health (SOH) parameter over the life span of a battery that is subjected
to approximately repeated cycles of discharging/recharging current. In the proposed method, finite-
length data of interest are selected via wavelet-based segmentation from the time series of synchro-
nized input—output (i.e., current—voltage) pairs in the respective two-dimensional space. Then, symbol
strings are generated by partitioning the selected segments of the input—output time series to construct
a special class of probabilistic finite state automata (PFSA), called D-Markov machines. Pertinent features
of the statistics of battery dynamics are extracted as the state emission matrices of these PFSA. This real-
time method of SOH parameter identification relies on the divergence between extracted features. The
underlying concept has been validated on (approximately periodic) experimental data, generated from a
commercial-scale lead-acid battery. It is demonstrated by real-time analysis of the acquired current
—voltage data on in-situ computational platforms that the proposed method is capable of distinguishing
battery current—voltage dynamics at different aging stages, as an alternative to computation-intensive

and electrochemistry-dependent analysis via physics-based modeling.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Batteries are being increasingly used for reusable and safe en-
ergy storage in various application systems (e.g., electric & hybrid
vehicles, renewable energy, power backup systems, and smart
grids). A majority of these applications may require large battery
packs that contain hundreds and even thousands of battery cells, to
satisfy large and dynamic power demands; examples are plug-in
electric vehicles and hybrid locomotives. The State of Health
(SOH) parameter is a measure of the battery system's ability to
store and deliver electrical energy. Knowledge of the SOH param-
eter enhances preventive maintenance and reduction of life cycle
cost through timely recharging and/or replacement of battery cells.
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Thus, accurate estimation of the SOH parameter is crucial for effi-
cient operation of battery systems, including allocation of power
and energy within and among the cells.

The current state-of-the-art for SOH parameter identification
can be divided into two broad categories: (a) model-based analysis,
and (b) data-driven analysis, both of which need data bases of
experimental measurements for validation. The model-based
analysis can be further divided into two sub-categories: (i) empir-
ical modeling; and (ii) physics-based modeling. Empirical modeling
methods (e.g., impedance measurements for SOH) [1,2] often
employ dedicated hardware and/or software and require battery
cells for testing. Although these empirical methods may provide
good estimates in specific cases, they are time-consuming and cost-
prohibitive for general applications. On the other hand, physics-
based modeling methods have been extensively used for identifi-
cation of battery parameters; examples are reduced-order system
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identification [3], linear switch models [4], and Kalman filtering [5].
However, physics-based modeling methods require thorough
knowledge of the electrochemical characteristics of the battery
cells to develop appropriate model structures for parameter iden-
tification at different operating points of the (nonlinear) battery
dynamics.

Compared to model-based approaches, dynamic data-driven
methods do not explicitly rely on dedicated hardware/software
and physics-based models of battery dynamics. If comparable and
adequate training data are available under different operating con-
ditions, data-driven methods are significantly more efficient than
model-based methods in terms of computation execution time and
memory requirements. Several data-driven methods have also been
reported in literature for battery parameter identification. Nuhic
et al. [6] used support vector machines (SVM) to estimate SOH under
different environmental and load conditions by processing the
training and test data based on load collectives. Lin et al. [7] con-
structed a probability neural network (PNN) and trained it for SOH
identification. He et al. [8] proposed a data-driven method based on
dynamic Bayesian networks (DBN), in which a DBN was trained for
each class of SOH values in the training data. A forward algorithm
was then applied to estimate the SOH in real time. Hu et al. [9]
conducted capacity estimation of Lithium-ion batteries by k-near-
est neighbor (k-NN) regression [10]. As an alternative to model-
based analysis, Li et al. [11] have reported a dynamic data-driven
method for identification of SOH by using the time series of the
battery output voltage at different aging stages. The underlying
concept is built upon the theory of symbolic dynamic filtering (SDF)
[12,13] that extracts the dynamic information from symbolized time
series of signals as probabilistic finite state automata (PFSA).

The present paper is an extension of the work reported by Li et al.
[11] that solely used the time series of battery output (i.e., voltage)
for parameter identification. In contrast to the work of Li et al. [11],
the present paper makes use of an ensemble of time series pairs of
synchronized battery inputs (i.e., charging/discharging current) and
battery outputs (i.e., voltage) for identification of the SOH parameter.
These synchronized input—output pairs of time series are simulta-
neously analyzed to generate symbol strings that, in turn, are used to
construct PFSA for information compression and feature extraction.
The proposed dynamic data-driven method for the SOH parameter
identification has been validated using experimental data of a
(commercial-scale) lead-acid battery under varying input—output
(e.g., current—voltage) conditions. Furthermore, the underlying
software can be executed in real time on in-situ computational
platforms and its implementation does not require any detailed
knowledge of the battery system's electrochemistry.

Significant contributions of the present paper over the work re-
ported by Li et al. [11] and other investigators include the develop-
ment of a novel dynamic data-driven method of battery parameter
identification, which has the following two major advantages:

e Characterization of the battery dynamics based on the
input—output time series via symbolic dynamic analysis: This
representation of the (possibly nonlinear) input—output char-
acteristics is analogous to a transfer function realization without
the need for linearization of the battery system dynamics.
Extraction of compressed information from symbolized time series
of two-dimensional data: This is achieved by segmentation of the
input—output pairs of data in the time—frequency domain and
subsequent analysis in the setting of probabilistic finite state
automata (PFSA).

The paper is organized into four sections, including the present
section, and an appendix. Section 2 briefly describes the underlying
concept of symbolic dynamic filtering (SDF) upon which the

proposed data-driven tool of battery parameter identification is
constructed. Section 3 presents the experimental data collection
and results of SOH estimation based on the time series of syn-
chronized input—output pairs. Section 4 summarizes and concludes
this paper with recommendations for future research. Appendix A
lists three algorithms that are used in the main body of the paper.

2. Data-driven parameter identification

This section presents the underlying theory of symbolic
dynamics-based data-driven identification of SOH in battery
systems.

2.1. Battery State of Health (SOH) parameter

This subsection introduces definitions of pertinent battery pa-
rameters at a given ambient temperature [14]. In this paper, the
capacity measurement has been used to calibrate the SOH at
different stages of battery life.

Definition 2.1. (Battery capacity) The capacity C(t) of a battery at
time t is the maximum charge (in units of ampere-hours) that can be
discharged from a fully charged condition at a rate C(t)/30 (in units of
amperes).

Definition 2.2. (SOH) Let a new battery be put into service at time t.
The state of health SOH(t) of the (possibly used) battery at the current
time t, where t > ty, is defined to be the ratio of the battery capacities at
time epochs t and ty, i.e.,

SOH(t):Tt)) forall t >ty (1)

Remark 2.1. [tis noted that SOH<[0,1] for all time t > ty, where tg is
the time of putting a new battery into service. In this paper, the battery
is assumed to fail to meet the operational requirement, i.e., it needs to
be replaced, when the SOH parameter is less than 80%.

C(t
0

2.2. Wavelet-based time series segmentation

This subsection presents segment extraction of dynamic
input—output pairs by conducting wavelet-based segmentation
from the database of synchronized system input-outputs. Specif-
ically, selection of the scale range of wavelet basis and the
thresholding on wavelet coefficients are addressed. The wavelet-
based analysis provides pertinent information of the signal simul-
taneously in the time domain and the frequency domain [15].

For a given wavelet basis function y(t), the scaled and translated
child wavelets are defined as [16]:

vortt =2 (57) @

where ¢ €(0, o) is the scale of wavelet transform and 7 €(—c0, ) is

the time shift, and y €L, (R) is such that / y(t)dt = 0 and the

norm ||y = 1.
The continuous wavelet transform (CWT) of a function x(t) at a
scale « is represented as

X(a,7) = / T (OX(D)dE 3)

where v indicates the complex conjugate of y; and the distinction
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between y and y vanishes for real-valued wavelet basis functions. It
is also noted that the time series of a continuous-time signal x(t) is
its representation in the discrete-time domain and hence the in-
tegral in Eq. (3) is replaced by summation over a (finite) time series
{x[n]},n=1,2,---, N to obtain the Discrete Wavelet Transform (DWT)
at a scale «;; and time shift 7, as:

N
k[amv TQ] = Z wam,m [n}x[n] (4)

n=1

Every wavelet basis function can be associated with a purely
periodic signal of frequency, called center frequency f., which
maximizes the Fourier transform of the wavelet modulus [17].
Consequently, the relationship among frequency points ¢, the
associated scales oy, for a given wavelet basis function and a sam-
pling period A of the time series is given as:

— f_C (5)

B omA

am

where A is the sampling period of the analyzed signal. The wavelet
basis function for analysis is selected based on the time—frequency
characteristics of analyzed signals.

For a time series {x[n]}, n=12,---, N, the discrete Fourier
transform is obtained as:

N
X[k] =" e 2mk/Nxn] fork=1,2,--- N (6)

n=1

Remark 2.2. In general, the Fourier transform X[k] of a signal is a
complex number but its power spectral density |£[k]|2 is a non-
negative real number.

Following Parseval's theorem, the energy of the time series x[n]
can be expressed in the discrete-time and discrete-frequency do-
mains [18] as:

N N
ST ixnE =Y IRk (7)
n=1

k=1

Since the summand on the right hand side of Eq. (7) can be
interpreted as a probability histogram describing the energy dis-
tribution of the signal at frequency points k, the energy spectral
density of a signal x[n] is defined as:

Sxlk] = [X[k]]> Vke{1,2,--- N} (8)

The steps of the wavelet-based segmentation procedure,
depicted in Fig. 1, are as follows.

e Step 1: Collection of (finite) time series data x[n],n=1,2,---, N fora
given sampling interval A. It is noted that the length N of the time
series is user-selectable.

e Step 2: Computation of the discrete Fourier transform

X[k], k=1,2,---,N and the corresponding PSD Sy[k], k=1,2,---,N.

This step follows Eqgs. (6) and (8)).

Step 3: Identification of the frequency points of interest,

om, m=1,2--- M. In this step, the set {Sx[¢m]} is formed in

terms of the M points with highest values of the PSD Sy[k],

k=1,2,---, N. [Note: M is usually significantly less than N].

e Step 4: Computation of the corresponding wavelet scales o,
m=1,2,..., M. This step follows Eq. (5) with the corresponding
frequency points ¢,; and the central frequency f. of the chosen
wavelet basis function.

' N\
Finite time series

x[n],n=12,..,N
J

VDiscrete Fourier Transform
e ™\
Discrete Fourier series

£kl k=1,2,..,N

v
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N
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Ve

\ Pm.m=12,..,.M )
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Corresponding wavelet
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\ a,, m=12,..,M )
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Fig. 1. Procedure for wavelet-based segmentation.

o Step 5: Identification of the set of segmented time indices T for
each scale op. In this step, the set of time shift indices
rmc {TQ"}’;:] are selected as the top &t fraction of the values of
the wavelet coefficients X, (7{") = X[am,77"], 2=1,2,---,Nata
scale o,

e Step 6: Identification of the set, T, of all segmented time indices.
This step is completed by taking the union of the sets of I'"™s
among all scales o, m=1,2,...,Mas T = u“n/{:l m,

The wavelet-based segmentation procedure is summarized as
Algorithm 1 in Appendix A.

2.3. Maximum entropy partitioning and symbolization

This subsection addresses the partitioning in the input—output
space of single-input single-output (SISO) systems for symboliza-
tion of 2-dimensional time series data. Time series of input—output
pairs are partitioned into a mutually exclusive and exhaustive set of
finitely many segments, where a symbol string is generated by
assigning a unique symbol to each segment of the input—output
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space.

Quasi-stationarity of SISO systems is assumed such that the
system behavior is statistically stationary at the fast time scale of
the process dynamics, while there exists observable non-stationary
behavior evolving at a slow time scale. The notion of two time
scales and their significance are discussed in the context of sym-
bolization in a recent publication [13].

In this paper, the Maximum Entropy Partitioning (MEP) [19] of
the time-series data has been adopted to construct the symbol al-
phabet = and to generate symbol strings. In this partitioning, the
information-rich regions of the data set are partitioned finer and
those with sparse information are partitioned coarser to maximize
the Shannon entropy of the generated symbol string from the
reference data set. The MEP procedure is presented as Algorithm 2
in Appendix A.

In this paper, a pair of time series that represent input and
output data is partitioned in the associated two-dimensional space
to construct a symbolic string. Four alternative types of partitions
have been used in the input—output space:

e Partition Type 1 (Cartesian coordinates): First partition in the
input axis (e.g., abscissa), and then partition in the output axis
(e.g., ordinate) at individual input segments.

Partition Type 2 (Cartesian coordinates): First partition in the
output axis, and then partition in the input axis at individual
output segments.

Partition Type 3 (Polar coordinates): First partition in the
magnitude, and then partition in the phase at individual
magnitude segments.

Partition Type 4 (Polar coordinates): First partition in the phase,
and then partition in the magnitude at individual phase
segments.

Fig. 2 depicts the underlying concept of symbolization of a 2-
dimensional time series, where each segment in the left half plot
is labeled by a unique symbol and = denotes the alphabet of all
these symbols. The segment, visited by the time series plot takes a
symbol value from the alphabet =. For example, having = = {«, 3, v,
6} in Fig. 2, a time-series xgx1Xx--- generates a string of symbols in
the symbol space as: sgs1S2---, where each s;, i=0,1,2,---, takes a
symbol value from the alphabet =. This mapping is called symbolic
dynamics as it attributes a (physically admissible) symbol string to
the dynamical system starting from an initial state (for example, see
the symbol string at the top right half plot of Fig. 2).

2.4. Symbolic dynamic filtering (SDF)

This subsection briefly describes the underlying concept of
symbolic dynamic filtering (SDF) upon which the proposed
dynamic-data-driven tool of battery parameter identification is
constructed; SDF encodes the behavior of (possibly nonlinear)
dynamical systems from the observed time series by symbolization
and construction of state machines (i.e., probabilistic finite state
automata (PFSA)) [12]. This is followed by computation of the state
emission matrices that are representatives of the evolving statis-
tical characteristics of the battery dynamics.

The core assumption in the SDF analysis for construction of
probabilistic finite state automata (PFSA) from symbol strings is
that the symbolic process under both nominal and off-nominal
conditions can be approximated as a Markov chain of order D,
called the D-Markov machine, where D is a positive integer. While
the details of the D-Markov machine construction are given in Refs.
[12,13], the pertinent definitions and their implications are suc-
cinctly presented below.

s|| ¢ System input-output pairs
=== Partition Boundarys a

Normalized Output

-4 -3 -2 -1 0 1 2 3 4 5
Normalized Input

Partitioning of Input-Output
Time series

N

..yoyYBBapPPyyo...
Symbol Sequence

Probabilistic Finite State Automata
(PFSA)

Fig. 2. Construction of finite state automata (FSA) from time series.

Definition 2.3. (DFSA) A deterministic finite state automaton (DFSA)
is a 3-tuple G = (=, Q, 6) where:

1. = is a non-empty finite set, called the symbol alphabet, with car-
dinality 1< |Z| < co;

2. Qis a non-empty finite set, called the set of states, with cardinality
1<]Q| < oo;

3. 0:Q x = — Qs the state transition map;

and =* is the collection of all finite-length strings with symbols
from = including the (zero-length) empty string e, i.e., |¢| = 0.
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Remark 2.3. It is noted that Definition 2.3 does not make use of an
initial state, because the purpose here is to work in a statistically
stationary setting, where no initial state is required as explained by
Adenis et al. [20].

Definition 2.4. (PFSA) A probabilistic finite state automaton (PFSA)
is constructed upon a DFSA G = (2, Q, 0) as a pair K= (G, «), i.e., the
PFSA K is a 4-tuple K = (=, Q, 6, ), where:

1. =, Q, and ¢ are the same as in Definition 2.3;

2. m:Q x = — [0,1] is the probability morph function that satisfies the
condition }_ sm(o|q) = 1 Vg€ Q. Denoting m;; as the probability
of occurrence of a symbol ;€ X at the state q;€Q, the (|Q| x Z|)
probability morph matrix (also known as emission matrix) is ob-
tained as II = [m].

Definition 2.5. (D-Markov) A D-Markov machine [12] is a PFSA in
which each state is represented by a (nonempty) finite string of D
symbols where

e D, a positive integer, is the depth of the Markov machine;

e Qis the finite set of states with cardinality |Q| < |=|P. The states are
represented by equivalence classes of symbol strings of maximum
length D, and each symbol in the sting belongs to the alphabet ;

e 0:Q x = — Qs the state transition map that satisfies the following
condition if |Q| = |=|°: There exist o, €= and s€=* such that
o(as, B) = sB and as, sB=Q.

Remark 2.4. It follows from Definition 2.5 that a D-Markov chain is
treated as a statistically stationary stochastic process S = ---S_15¢S1+**,
where the probability of occurrence of a new symbol depends only on
the last D symbols, i.e., P[sp|---Sn_p---Sn_1] = P[Sn|Sn_p"-Sn—1]-

The construction of a D-Markov machine is based on: (i) state
splitting that generates symbol blocks of different lengths accord-
ing to their relative importance; and (ii) state merging that as-
similates histories from symbol blocks leading to the same
symbolic behavior. Words of length D on a symbol string are treated
as the states of the D-Markov machine before any state-merging is
executed. Thus, on an alphabet =, the total number of possible
states becomes less than or equal to |3|°; and operations of state
merging may significantly reduce the number of states [13].

The PFSA states represent different combinations of blocks of
symbols on the symbol string. In the graph of a PFSA, the directional
edge (i.e., the emitted event) that interconnects a state (i.e., a node)
to another state represents the transition probability between
these states. Therefore, the “states” denote all possible symbol
blocks (i.e., words) within a window of certain length, and the set of
all states is denoted as Q = {q1,qa, ---,q|g} and |Q| is the number of
(finitely many) states. The procedure for estimation of the emission
probabilities is presented next.

Given a (finite-length) symbol string S over a (finite) alphabet =,
there exist several PFSA construction algorithms to discover the
underlying irreducible PFSA model K of S, such as causal-state
splitting reconstruction (CSSR) [21], D-Markov [12,19], and
Compression via Recursive Identification of Self-Similar Semantics
(CRISSiS [22]). All these algorithms start with identifying the
structure of the PFSA K£ (Q, 3, ¢, ). To estimate the state emission
matrix, a |Q| x |=| count matrix C is constructed and each element
ckj of C is computed as:

ki =1+ N(qy, 7j) 9)

where N(qi, 0j) denotes the number of times that a symbol o; is
generated from the state g, upon observing the symbol string S. The

maximum a posteriori probability (MAP) estimates of emission prob-
abilities for the PFSA K are computed by frequency counting as

G _ 1+N(g )
2_eCke \EHZQ:N(%,GQ)

7 (ojlai) = (10)

The rationale for initializing each element of the count matrix C
to 1is that if no event is generated at a state g = Q, then there should
be no preference to any particular symbol and it is logical to have
w(o]|q) = (1/|2|) Vo €3, i.e, the uniform distribution of event gen-
eration at the state q. The above procedure guarantees that the
PFSA, constructed from a (finite-length) symbol string, must have
an (elementwise) strictly positive morph map II and that the state
transition map ¢ in Definitions 2.3 and 2.5 is a total function.

Having computed the emission probabilities 7(sj|qy) for
je{1,2,--- |2} and ke{1,2,---,]Q|}, the estimated emission
probability matrix of the PFSA is obtained as:

(el

%(01‘%') ?T(U\z\‘q\@\)

The procedure of symbolic dynamic filtering for feature
extraction, which makes use of the estimated emission probability
matrix I, is presented as Algorithm 3 in Appendix A.

With an appropriate choice of partitioning, it is ensured that the
resulting Markov chain model satisfies the ergodicity conditions
[23]; in other words, under statistically stationary conditions, the
probability of every state being reachable from any other state within
finitely many transitions must be strictly positive. The statistics of
the time series at an epoch ¥, represented by the estimated emission
matrix T1°, change to fi* at another epoch t°. Accordingly, the esti-
mated emission matrices fi* and Ti" are treated as feature vectors
that are postulated to have the imbedded information on the
dynamical system at the epochs t* and ¢, respectively. Thus, the
(quasi-)stationary emission matrix I serves as the “feature” vector
extracted from the time series and is used for pattern classification in
the sequel. The evolution of the battery dynamics is captured as the
divergence of the feature vector as defined below.

7 (o1lq1)

=
[I>

(11)

Definition 2.6. (Feature Divergence) Let fi° be the feature vector at
the epoch t°, which is treated as a refereAnlge (e.g., fully charged or
healthy) condition of the battery, and let T1" be the feature vector at
the current time epoch t*. Then, the (scalar) feature divergence at an
epoch tX is expressed as:

mkéd(ﬁk,ﬁ0> (12)

where d(-,+) is an appropriate metric and there are several choices for
this metric (for example, see [12]).

If the feature divergence m is intended to be used as an indicator
of a battery condition (e.g., a parameter 6 related to SOH), then it is
highly desirable to have a linear relationship between m and 6.
From this perspective, the range of linearity between these two
entities is obtained as a statistical model in terms of the coefficient
of determination as defined below.

Definition 2.7. (Coefficient of Determination) As a measure of how
well the linear least squares fit, 9, = a + bmy, performs as a predictor
of an output # in terms of the input m, where the scalars a and b are the
intercept and slope of the linear fit, the coefficient of determination
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(COD) is defined as:

> <0i - 91)2
> (6 -0)°

where 02 (1/n)3"iL,0; is the average of the output data. In this paper,
{my} represents a sequence of the feature divergence and {0} is the
corresponding sequence of (1 — SOH). The coefficient of determination
COD ranges from 0 to 1 and COD = 1 implies a perfect linear fit.

coD=1- (13)

2.5. Summary of the feature extraction procedure

The flow chart in Fig. 3 summarizes the basic procedures of the
proposed information compression and feature extraction method
for two-dimensional time series of synchronized input—output
data. First, the raw data are normalized such that they have the
properties of zero-mean and unit-variance. Second, the dynamic
information of interest is extracted from the normalized data via
wavelet-based segmentation in the time—frequency domain. Third,
the concept of Maximum Entropy Partitioning (MEP) [19] is adop-
ted to partition the segmented data set into multiple states in the 2-
dimensional input—output data space. Then, symbol strings are
generated from the partitioned data sets and probabilistic finite
state automata (PFSA) are constructed from the symbol strings,
where a feature is represented as the emission matrix of a PFSA.

3. Experimental validation

This section validates the algorithms of battery parameter
identification with an ensemble of experimental data that have
been collected from a lead-acid battery. The results of SOH identi-
fication are presented.

3.1. Data acquisition and processing

The experiments made use of fresh (12 V AGM VRLA with 56 A h
capacity) lead-acid batteries that were charged/discharged ac-
cording to given input current profiles at room temperature. In this
way, an ensemble of synchronized time-series of the input charge/
discharge current and output voltage responses has been collected
at the sampling frequency of 1 Hz. A typical input current profile for
this experiment is shown in Fig. 4. The duration of an input profile
is ~150 h, which consists of three capacity measurement cycles
followed by 25 duty cycles.

e N O N
Normalized Raw Wavelet-based
Time-series Segmentation
\. Z y
s N\ \1/ N
Symbol Sequence Maximum Entropy
Generation Partitioning
\ v, A\ v,
\ 4
e N O N
PFSA Feature:
Construction Emission Matrices
\. Z \ Y,

Fig. 3. The flow chart for the proposed method of feature extraction.
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Fig. 6. Wavelet-based segmentation for normalized input—output.

A capacity measurement cycle is a slow, full discharge/charge
cycle, where the battery is fully discharged followed by a full
charge. In this constant-current constant-voltage (CCCV) operation
of the experiments, a fresh battery is initially discharged by a
constant current of —20 A for approximately 2 h. The battery is then
re-charged with a constant current of 20 A until its output reaches
13.8 V; this voltage is held constant for the next 3 h with gradually
decreasing charging current. The maximum capacity at that time is
measured by integrating the current during the period of charging.
Accordingly, maximum battery capacities are computed from these
measurement cycles; the mean value of these battery capacities is
considered as the nominal maximum capacity at that particular
time. There are, in total, five input profiles of similar pattern, which

are applied to the battery during the entire experiment. The
degradation profile of battery SOH (see Definition 2.2) is obtained
as depicted in Fig. 5.

Total 25 duty cycles are divided into groups of five. The transi-
tion time between two consecutive groups is ~6 h for charging to
full capacity, while the transition time between two consecutive
duty cycles in the same group is ~1.2 h; at this point, the battery is
not fully charged. Each duty cycle lasts ~2.7 h, as depicted in
Fig. 4(b), which is composed of ~75 “Hotel-Pulse” cycles. Each
“Hotel-Pulses” cycle is of duration 120 s and consists of a “hotel”
load (i.e., relatively steady discharge due to “hotel” needs like
lighting and electrical appliances) and a discharge pulse followed
by a charge (i.e., regeneration) pulse, as shown in Fig. 4(c). The
amplitudes of the “hotel” load and the discharging & charging
pulses are not usually monotonically increasing in a duty cycle,
which make each duty cycle slightly different from others. This
pattern of input cycles largely simulates a real-time working con-
dition for an electric locomotive.

The raw time series data of (synchronized) input current and
output voltage are pre-processed by individual normalization, fol-
lowed by wavelet-based segmentation of the output-voltage time
series. While segmentation extracts the relevant segments of
normalized data based on the information of their frequency con-
tents, normalization involves time translation and (down or up)-
scaling of the raw data for conversion into zero-mean unit vari-
ance time series as:

Xraw[N] — pun([N]

on[n] (14)

x[n| =

where un[n] is the mean value and on[n] is the standard deviation
of the time series over a time span of N data points centered at the
time index n. The experimental data of each duty cycle (i.e., both
input current and output voltage) are normalized in this moving
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Fig. 7. An example of pre-processing for synchronized input current and output voltage data.
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Fig. 8. Normalized input—output pairs of synchronized data for one duty cycle.

average fashion. First, the data set is smoothed by the moving
average method with a shift window of 240 s (i.e., 240 consecutive
data points). Then, each element of that data set is divided by its
own standard deviation. Finally, the normalized data turn out to be
a zero-mean and unit-variance time series. Plots (b) and (e) in Fig. 7
are two examples of normalized current and voltage data.

Fig. 6 presents the segmentation process in which relevant in-
formation of normalized input and output data is contained over
small windows of time. The segmentation index of 1 in Fig. 6 rep-
resents the time windows containing relevant data, while the
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segmentation index of 0 is not of interest because the behavior of
the battery system does not convey any useful information in these
time windows. Since a “Hotel-Pulses” cycle has duration 120 s (i.e.,
consisting of 120 consecutive data points), the dynamic charac-
teristics of the tested battery are identified from the segments of
discharging and charging pulses for a time span of ~45 s in each
“Hotel-Pulses” cycle. The information-relevant segments are
extracted from the normalized time series by using the wavelet-
based segmentation algorithm (see Section 2.2). Plots (c¢) and (f)
in Fig. 7 present the results of an example of segmentation based on
voltage data as applied to both (synchronized) input current and
output voltage. The data length after segmentation is much shorter
than the original data length.

Fig. 8 exemplifies typical profiles of segmented pairs of
normalized input—output data from one duty-cycle, where the
charging transitions between two consecutive duty cycles are
excluded during data pre-processing.

3.2. Results and discussion

The SOH parameter is identified based on the SDF features
extracted from pre-processed input—output (i.e., current—voltage)
time-series pairs that were collected during the duty cycles.
Particularly, SOH identification relies on the divergence between
the extracted features (see Eq. (12)). The parameters for SDF anal-
ysis (see Section 2.4) of time series data have been chosen as
follows.

e The alphabet size |Z| is chosen to be the same for both di-
mensions of maximum entropy partitioning in the
input—output space. As depicted in Fig. 9, partition types 1 and 2
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Fig. 9. Maximum Entropy Partitioning (MEP) in the input—output space corresponding to the alphabet size |=| = 3 for both dimensions: The first partition is in one dimension,
followed by the partition in second dimension for each segment of the first dimension. (a) First x-axis and then y-axis; (b) first y-axis, then x-axis; (c) first magnitude and then
phase, and (d) first phase and then magnitude.
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are obtained in Cartesian coordinates and the difference be-
tween them lies in the partitioning order of the abscissa (x-axis)
and the ordinate (y-axis). Partition types 3 and 4 are obtained in
polar coordinates, where magnitude and phase are the used.

e The depth in the D-Markov machine is set at D =1, which im-
plies that 2| = |@].

e The distance function d(-,-) for computation of the feature
divergence in Eq. (12) for SOH identification is chosen to be the
City Block distance (i.e., the absolute sum or 1-norm) for as
defined below.

(i i) 2 3 S|k - %) 1>

The estimated SOH for real-time data is measured by feature
divergence (see Eq. (12) and Eq. (15)) between the reference feature
(i.e., extracted from the time series of the new battery) and the
feature vector, extracted from the current time series, which has
the same length as the reference pattern. Fig. 10(a) presents SOH
identification for input—output analysis under different partition
types described in previous section; in each case, 25 duty cycles are
taken into consideration. The abscissa in the plot of Fig. 10(b) rep-
resents the variable 21 — SOH, and the ordinate represents the
computed feature divergence. The approximate linear relationship
between these two variables are measured in terms of the coeffi-
cient of determination (COD) (see Eq. (13) in Definition 2.7), which
shows the goodness-of-fit of the data points with a linear structure
in the least-squares sense. Closer the COD value is to one, better is
the linear relationship between the feature divergence and variable
6 that is equivalent to performance of the proposed method for SOH
identification. Fig. 10(c) demonstrates the COD at different analyzed
data length for the alphabet size |=| = 4 for both input and output.
For short data lengths (e.g., 2.7 h or one duty period), the COD
values of different partition types tend to be divergent. As the
length of analyzed data is increased, the performance of different
partition types is improved in the sense that they are more closely
clustered. Similar results have been obtained at different choices of
alphabet sizes |Z|.

Table 1 presents the CODs between normalized feature diver-
gence and the parameter §=1— SOH for SOH estimation in the
analysis of 25 duty periods. These measurements of linearity show
that the feature divergences over the battery life are largely linear
(i.e., COD values are very close to one) in terms of the corresponding
battery SOH parameter @ for different choices of alphabet size and
partition type. Therefore, it is reasonable to conclude that the
feature divergence (that is computed in real time) consistently and
accurately represents the SOH dynamics during the entire battery
life; this representation is valid for different parameter settings of
the algorithm.

3.3. Computational cost

This subsection presents a statement of the computational costs
(i.e.,, execution time and memory requirement) of the SOH
parameter estimation algorithm. In this paper, all results have been
generated on a single core 3.6 Ghz CPU with 12 GB RAM.

Table 2 presents the execution time and memory requirement of
the proposed method for SOH estimation for different durations of
operation and analysis. In each case, the CPU time and memory
requirement have been obtained for the feature extraction process
at all stages of battery aging under the assigned duty periods. The
variations in the computational cost for different choices of
|=] =|=1] x |=3] and partition types are much less compared to
those for lengths of time series data. The execution time and
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Table 1
Coefficient of Determination (COD) for SOH estimation at alphabet size
[Z] =[21] x [Z2].

Alphabet size |=1| x |Z;| 3x3 4x4 5x5 6x6
Partition Type 1, COD 0.9770 0.9957 0.9815 0.9928
Partition Type 2, COD 0.9854 0.9948 0.9954 0.9964
Partition Type 3, COD 0.9822 0.9937 0.9917 0.9962
Partition Type 4, COD 0.9637 0.9989 0.9939 0.9894
Table 2
Execution time and required memory for different analyzed data length.
Operating duration Execution time (sec) Memory
in analysis requirement (MB)
5 duty periods 7~8 10~13
10 duty periods 14 ~15 15~18
15 duty periods 20 ~22 21-~23
20 duty periods 27 ~ 28 26 ~ 30
25 duty periods 33~35 33~36

memory requirement of the proposed software for battery SOH
estimation is apparently insignificant even on a small computa-
tional platform (e.g., commercially available laptop computers).

As pointed out in the previous subsection, the performance of
the proposed algorithm could be improved with longer time series
data. Therefore, an appropriate choice of the data length depends
on the battery system dynamics that also determine the sampling
frequency of data acquisition. In real-life applications, such as
hybrid electric vehicles, it is expected that larger data sets would be
available for SOH estimation within the same testing period,
because the sampling frequency of current/voltage should be larger
than 1 Hz, which has been used in the experiments reported this
paper.

4. Summary, conclusions, & future work

The proposed SOH identification method is built upon the
concept of Symbolic Dynamic Filtering (SDF) [12], where time se-
ries of synchronized battery input (current) and output (voltage)
data have been analyzed for information compression and feature
extraction. The procedure of SOH identification relies on the
divergence between the features extracted from long-term obser-
vations. Performance of the proposed SDF-based SOH identification
method has been validated on experimental data of a commercial-
scale lead-acid battery for operations over a long time span. The
pertinent conclusions drawn from the work reported in this paper
are summarized below:

e Symbolic Dynamic Filtering (SDF), as a low-complexity feature
extraction tool, is capable of real-time execution on in-situ
computational platforms (e.g., sensor nodes of individual bat-
tery systems). It provides a computationally efficient and
electrochemistry-independent method of estimating the bat-
tery SOH parameter as an alternative to physics-based modeling
analysis.

e Extracted SDF features capture the information, embedded in

the input—output time series, for SOH identification. The un-

derlying software can be implemented on a sensor network.

By a synergistic combination of synchronized input current and

output voltage, the proposed identification method is seen to be

superior to the previous work of output-only analysis [11] in
terms of robustness to battery aging and fluctuations in
charging/discharging current.

While there are several issues that need to resolved by further
theoretical and experimental research, authors suggest the
following topics of future research for application of the proposed
method of battery SOH identification in practice:

e SDF analysis with D > 1 in D-Markov machines [13] to accom-
modate longer memory of synchronized symbolic input—output
time series.

e Extension of proposed method to achieve robust performance
for changing patterns of the input profiles (e.g., for stochastic
nature of the charging and discharging current inputs) that, for
example, represent random usage profiles for electric vehicles.

o Investigation of the impact of temperature changes on battery
dynamics for SOH identification.

e Validation of the proposed method on other types of batteries
(e.g., Li-ion and Ni-MH) as well as for different discharge or
charge cycle patterns.

Acknowledgments

The work reported in this paper has been supported in part by
the U.S. Air Force Office of Scientific Research under Grant No.
FA9550-12-1-0270. Any opinions, findings and conclusions or rec-
ommendations expressed in this publication are those of the
authors.

Appendix A. Algorithms

This appendix introduces three algorithms that are used in the
main body of the paper.

Algorithm 1 Wavelet based Segmentation

Require: Perform the following:
Select the sampling time period A.

Collect finite-length time series z[n],n =1,..., N.
Select a wavelet basis function ¢ with central frequency f.; and the (scalar) threshold parameter
&1 for selection of wavelet coefficients for segmentation.

Ensure: From the collected time series, execute the following:

Compute power density S, (f) of the time series z[n] for the frequency window f € [0

N discrete points (see Egs. (6) and (8)).

,ﬁ] at

Select the frequency points {ap,,,,/}%zl corresponding to the local peaks of the energy density.

: for m=1to M do

Compute the corresponding wavelet scale a,, by substituting frequency points ¢,, in Eq. (5).

Tay (T") = Z(am, 7;"), at scales oy, (see Eq. (4)).

1
2
3: Obtain the wavelet coefficients for different translated versions of the wavelet coefficients,
4

Identify the time indices I''"* =

{Zam (10"} 21}
: end for

5
6: The selected time series segment is the union of time indices from all scales T' =

{7/ |Za,, (1;") in the top &7 percentage of values in

M m
, T

m=
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Algorithm 2 Maximum entropy partition for 2-dimensional data

Require: A 2-dimensional string X[n] = [xl[n] wg[n]] forn =1,2,3, -+, N of synchronized and

normalized time series data set; Alphabet size |$1| for the first coordinate of the 2-dimensional
data and alphabet size |33| for the second coordinate of the 2-dimensional data.

Ensure: Partition vector i

1 Assign pi(1l) = —oo, i.e., the minus infinity

Let K = length(x7)
for i =1 to |X1| do
if 1 #|34| then

1) = ot [cen (5T
w01 (7 = z] | ceti A
10: end if

11:
12:

13:
14:

15:

16: end for
17: end for

© PN TREWN

Let L = length(zi®)
for j=1to |E2] — 1 do

) j L
p2(i,j + 1) = zif [mz(g X )]
[>2]

: Assign p2(m,1) = —oo, for m=1,2,---,|3q|

1 Assign p1(|Z1] + 1) = oo, i.e., the positive infinity

1 Assign pa(m, [X2] + 1) = oo, form =1,2,--- , %]
Sort the data string x; in the ascending order as x]

Define z} 2 {1:2[71“@1(1) <zi[n] < p1(i+ 1)} ‘
Sort the data string x5 in the ascending order as x5°

€ R!®1H1 for first coordinate data; Partition Matrix g €
RIZ1IXU=21+D) fo1 the 2-dimensional data set.

Algorithm 3 Symbolic dynamic filtering for feature extraction

Require: Symbolic strings of length N obtained at I different operating conditions of system under

analysis: S; = {s},s7, s>, ...,sﬁv},i =0,1,...,1 — 1; the alphabet size |X| = |X1] X |X2]; the
depth D of Markov machine; and number of states |Q|, where |Q| < |Z|P.
~ D
Ensure: Extracted emission matrices II; € RI™! Xlz‘,i =0,1,...,I — 1 for each symbol string

and the feature divergences {m;}/_.
1: Initialize ¥ = {01, 02, ..
2: fori=0toI —1do

~70|2\}7 and Q = {q1,q2, - .-

1 41Q| }-

Count the number of event that symbol o; occurs after symbol (combination) of g; =

{UiC .. .a‘le }, denoted as N (o, qx), from the symbol string S;.

compute the estimated emission probability (o, |qr) (see Eq. (10)).

3: for k=1 to |Q| do
4: for j=1to |X| do
5:
6: end for
7 for j=1to |X| do
8:
9: end for
10: end for
11:
12:
tion.
13: end for

Construct the estimated emission matrix II; for symbol string S; (see Eq. (11)).
Compute the feature divergence m; (see Eq. (12)) based on a user-selectable distance func-
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