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Abstract

Complex industrial systems, such as gas turbine engines, have many heterogeneous
subsystems (e.g., thermal, mechanical, hydraulic and electrical) with complex thermal-
hydraulic, electro-mechanical, and electronic interactions. Schedule-based policies are
largely followed in the industry for maintenance of complexsystems. Since the degra-
dation profiles of individual systems are usually differentdue to manufacturing and
usage variations, a scheduled maintenance policy in most cases becomes either overly
conservative or a source of serious safety concern. This calls for development of reli-
able and cost-effective health management for complex industrial systems. However,
reliable first-principle modeling of such systems may oftenbe very expensive (e.g.,
in terms of computational memory, execution time, and cost)and hence may become
inappropriate for condition monitoring, fault detection,diagnostics and prognostics.

This chapter describes a data-driven framework to obtain abstract models of com-
plex systems from multiple sensor observations to enable condition monitoring, di-
agnostics and supervisory control. The algorithms are formulated in the setting of
symbolic dynamic filtering (SDF) that has been recently reported in literature. The un-
derlying concept of SDF is built upon the principles of symbolic dynamics, statistical
pattern recognition, probabilistic graphical models and information theory. SDF was
initially developed for statistically quasi-stationary data and then it was successfully
extended to analysis of transient data. The tool-chain involves data space abstraction
for analyzing mixed data (i.e., continuous, discrete and categorical) without significant
loss of information. Spatiotemporal pattern discovery & fusion algorithms have been
built upon Markovian & Bayesian network concepts and healthstatus classifications
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by using machine learning techniques. The chapter also presents applications of the
generic data-driven tool in heterogeneous areas, such as fault detection in aircraft gas
turbine engines, fatigue damage prediction in structural materials, and health monitor-
ing in nuclear power plants & ship-board auxiliary systems.

1. Introduction

With the advent of advanced sensing and computational resources, opportunities for data-
driven technologies have become abundant in most of the industries dealing with complex
human-engineered systems. Need for high-fidelity condition monitoring, fault detection,
diagnostics and prognostics also grew due to the increasinginter-connectedness of such
electro-mechanical systems. Apart from the physical components, their cyber counterparts
added another dimension from the perspective of complexity, uncertainty and disturbance.
Although model-based approaches have shown their merits toutilize the understanding of
physical phenomena to detect and isolate faults in industrial systems, data-driven meth-
ods are receiving increased attention to address the underlying issues, such as scalability,
robustness and cost of deployment. To this end, this chaptersummarizes the decade-long
development of a statistical time-series analysis tool called the Symbolic Dynamic Filtering
(SDF) that has been shown to be extremely effective for numerous industrial systems, some
of which will be discussed here.

The chapter is organized in six sections including the present one which briefly intro-
duces the notion of nonlinear time series analysis and presents the two-time-scale problem
formulation for anomaly detection using symbolic dynamic filtering. Section 1.1.2. pro-
vides a brief overview of symbolic dynamics and encoding of time series data. Before
describing different aspects of the SDF tool-chain, Section 2. introduces the industrial ap-
plications that will be used to illustrate the capabilitiesand performance of the tool. This
applications include Gas Turbine engines, Fatigue damage problems, Nuclear power plants
and Ship-board auxiliary systems. The first step of the tool-chain is data space abstraction
where raw time-series can be transformed into a more suitable domain via wavelet or Hilbert
transform. After the pre-processing step time-series datais spatially abstracted via a dis-
cretization process known as partitioning. Details and varieties of the abstraction procedure
are presented in Section 3.. While the standard steady-state symbolic modeling is discussed
at length in 1.1., a recent development to encode short-length time-series motifs after parti-
tioning is discussed in Section 4.. This section also highlights the classification scheme of
such motifs. Today’s industrial systems almost always are monitored by multiple sensors of
heterogeneous modality and it is getting increasingly obvious to design health management
systems with information fusion capability. However, mostof the state-of-the art fusion
technologies deployed today fuse information at the decision layer after extracting condi-
tion indicators from individual sensors. This strategy suffers from acute loss of information
that may prevent early detection and prognostics. To this end, SDF has a unique advantage
especially due to the data abstraction step in the ability ofseamless fusion of multi-sensor
information at the data and feature layers and Section 5. presents this capability in detail.
Finally, Section 6. summarizes and concludes the chapter with recommendations for future
research directions.
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Figure 1. Pictorial view of the two time scales: (i)Slow time scaleof system evolution and
(ii) Fast time scalefor data acquisition and signal conditioning

1.1. General Framework of Symbolic Dynamic Filtering (SDF)

Symbolic Dynamic Filtering (SDF) is built upon the conceptsfrom multiple disciplines
including Statistical Mechanics [1, 2], Symbolic Dynamics[3], Statistical Pattern Recogni-
tion [4], and Information Theory [5]. It is shown to be a fast,efficient and computationally
inexpensive pattern recognition tool. These qualities areparticularly important require-
ments for autonomous cyber-physical system applications.It has been shown by laboratory
experimentation [6] that this method of pattern identification yields superior performance in
terms of early detection of anomalies and robustness to measurement noise in comparison
with other existing techniques such as Principal ComponentAnalysis, (PCA) and Artificial
Neural Networks (ANN).

1.1.1. A Brief Overview

The Symbolic Dynamic Filtering (SDF) technique is built upon the concept of two time-
scales while analyzing time-series data from a given dynamical system. Thefast time scale
is related to the response time of the system dynamics. Over the span of a given time series
data sequence, the dynamic behavior of the system is assumedto remain invariant, i.e., the
process is quasi-stationary on the fast time scale. On the other hand, theslow time scaleis
related to the time span over which the critical parameters of the system may change and
exhibit non-stationary dynamics. The concept of two time scales is illustrated in Fig. 1,
where a long time span in the fast scale could be a tiny time interval in the slow scale.

1.1.2. Symbolic Dynamics Encoding, and State Machine

The basic concepts ofSymbolic Dynamicsinclude:

1. Encoding (possibly nonlinear) system dynamics from observed time series data for
generation of symbol sequences.



4 Soumik Sarkar, Soumalya Sarkar and Asok Ray

2. Construction of probabilistic finite state automata (PFSA) from symbol sequences
for generation of pattern vectors for representation of theenvironment’s dynamical
characteristics.

The continuously-varying finite-dimensional model of a dynamical system is usually for-
mulated in the setting of an initial value problem as:

dx(t)

dt
= f(x(t), θ(ts)); x(0) = x0, (1)

wheret ∈ [0,∞) denotes the (fast-scale) time;x ∈ Rn is the state vector in the phase space;
andθ ∈ Rℓ is the (possibly anomalous) parameter vector varying in (slow-scale) timets.
Let Ω ⊂ Rn be a compact (i.e., closed and bounded) region, within whichthe trajectory of
the dynamical system, governed by Eq. (1), is circumscribed. The regionΩ is partitioned
into a finite number of (mutually exclusive and exhaustive) cells, so as to obtain a coordinate
grid. Let the cell, visited by the trajectory at a time instant, be denoted as a random variable
taking a symbol value from the alphabetΣ. An orbit of the dynamical system is described
by the time series data as:O ≡ {x0,x1,x2, · · · }, where eachxi ∈ Ω, which passes through
or touches one of the cells of the partition. Each initial statex0 ∈ Ω generates a sequence
of symbols defined by a mapping from the phase space into the symbol space as:

x0 → σi0σi1σi2 . . . (2)

where eachσik , k = 0, 1, · · · takes a symbol from the alphabetΣ. The mapping in Eq.
(2) is calledSymbolic Dynamicsas it attributes a legal (i.e., physically admissible) symbol
sequence to the system dynamics starting from an initial state. The partition is called a
generating partition of the phase spaceΩ if every legal (i.e., physically admissible) symbol
sequence uniquely determines a specific initial conditionx0. In other words, every (semi-
infinite) symbol sequence uniquely identifies one continuous space orbit [7].

In physics and signal processing literature, similar procedure is known as coarse-
graining or quantization. However, in both cases, typically very fine and uniform quan-
tization cells are considered to reduce loss of information. On the other hand, literature
of dynamical systems in mathematics presents the concept ofpartitioning in the context of
symbolic dynamics. Unlike coarse-graining or quantization, partitioning typically involves
nonuniform and much coarser representation of the phase space, which entails a low order
modeling of complex dynamical systems. Moreover, in case ofa generating partition, there
is no loss of information. Although symbolic dynamics is subjected to (possible) loss of
information resulting from granular imprecision of partitioning boxes, the essential robust
features (e.g., periodicity and chaotic behavior of an orbit) are expected to be preserved in
the symbol sequences through an appropriate partitioning of the phase space [8].

Thus partitioning a finite region of the phase space leads to mapping from the parti-
tioned space into the symbol alphabet [9]. This represents aspatial and temporal discretiza-
tion of the system dynamics defined by the trajectories. Although the theory of phase-
space partitioning is well developed for one-dimensional mappings [7], very few results are
known for two and higher dimensional systems. Furthermore,the state trajectory of the
system variables may be unknown in case of systems for which amodel as in Eq. (1) is
not known or is difficult to obtain. As such, as an alternative, the time series data set of
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selected observable outputs can be used for partitioning and symbolic dynamic encoding.
In general, the time series data can be generated from the available sensors and/or from
analytically derived model variables. After partitioning, the symbol sequence is converted
into a probabilistic finite-state machine, that is considered as the compressed abstract model
of the system.

1.1.3. Phase Space Partitioning

Several partitioning techniques have been reported in literature for symbol genera-
tion [10][11], primarily based on symbolic false nearest neighbors (SFNN ). These tech-
niques rely on partitioning the phase space and may become cumbersome and extremely
computation-intensive if the dimension of the phase space is large. Moreover, if the time
series data is noise-corrupted, then the symbolic false neighbors would rapidly grow in
number and require a large symbol alphabet to capture the pertinent information on the sys-
tem dynamics. Therefore, symbolic sequences as representations of the system dynamics
should be generated by alternative methods because phase-space partitioning might prove
to be a difficult task in the case of high dimensions and presence of noise. The wavelet
or Hilbert transforms largely alleviate the difficulties ofphase-space partitioning and are
particularly effective with noisy data from high-dimensional dynamical systems [12, 13].
A further theoretical development has been made to generalize Hilbert transform [14] that
might prove to be a better choice as a pre-processing technique.

In both of these approaches, time series data are first converted to wavelet domain or
analytic signal domain, and the transformed space is then partitioned with alphabet size
|Σ| into segments. The choice of|Σ| depends on specific experiments, noise level and
also the available computation power. A largealphabetmay be noise-sensitive while a
small alphabet could miss the details of signal dynamics [12]. The partitioning can be
done such that the regions are partitioned uniformly (equalwidth) or the regions with more
information are partitioned finer and those with sparse information are partitioned coarser.
This is achieved by maximizing the Shannon entropy [5], which is defined as:

S = −
|Σ|∑

i=1

pi log(pi) (3)

wherepi is the probability of a data point to be in theith partition segment. In this case,
the size of the cells is smaller for regions with higher density of data points to ensures an
unbiased partition such that each cell is allocated equal number of visits at the nominal con-
dition. Uniform probability distribution, i.e.,pi = 1

|Σ| for i = 1, 2, . . . |Σ|, is a consequence
of maximum entropy partitioning [12]. In the illustrative example of Fig. 2, the partitioning
contains 4 cells (i.e., line intervals in this case).

Apart from this maximum entropy (equal frequency) or uniform (equal width) partition-
ing schemes, partitioning can be optimized based on other objective functions. This will be
discussed in details later. Once the partitioning is done with alphabet size|Σ| at a reference
slow time scale condition, it is kept constant for all slow time epochs, i.e., the structure of
the partition is fixed at the reference condition. Therefore, the partitioning structure gen-
erated at the reference condition serve as the reference frame for computation of pattern
vectors from time series data at subsequent slow time epochs.
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Figure 2.An Example of Partitioning

1.1.4. Probabilistic Finite State Automata (PFSA) Construction

Once the symbol sequence is obtained, the next step is the construction of a Probabilistic
Finite State Automaton (PFSA) (as shown in Fig. 3) and calculation of the respective state
probability vector. The partitioning (see Fig. 2) is performed at the reference slow time
epoch. APFSA is then constructed, where the states of the machine are defined corre-
sponding to a givenalphabetsetΣ and window lengthD. This explicit state construction
method helps defining abstract states for systems without considerable domain knowledge.
The alphabet size|Σ| is the total number of partition segments while the window lengthD
is the length of consecutive symbol words [15], which are chosen as all possible words of
lengthD from the symbol sequence. Each state belongs to an equivalence class of sym-
bol words of lengthD, which is characterized by a word of lengthD at the leading edge.
Therefore, the numbern of such equivalence classes (i.e., states) is less than or equal to the
total permutations of the alphabet symbols within words of lengthD. That is,n ≤ |Σ|D;
some of the states may be forbidden with zero probability of occurrence. For example, if
Σ = {0, 1}, i.e., |Σ| = 2 and ifD = 2, then the number of states isn ≤ |Σ|D = 4; and the
possible states are00, 01, 10, and11.

The choice of|Σ| andD depends on specific applications and the noise level in the
time series data as well as on the available computation power and memory availability.
As stated earlier, a largealphabetmay be noise-sensitive and a small alphabet could miss
the details of signal dynamics. Similarly, while a larger value of D is more sensitive to
signal distortion, it would create a much larger number of states requiring more computation
power and increased length of the data sets. For the analysisof data sets in this research,
the window length is set toD=1; consequently, the set of statesQ is equivalent to the
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Figure 3. Example of Finite State Automaton

symbol alphabetΣ. With the selection of the parametersD=1 and|Σ|=8, thePFSA has
only 8 states, which yields very fast computation and low memory requirements; hence, the
algorithm is capable of early detection of anomalies and incipient faults. However, other
applications, such as two-dimensional image processing, may require larger values of the
parameterD and hence possibly larger number of states in thePFSA.

Using the symbol sequence generated from the time series data, the state machine is
constructed on the principle of sliding block codes [3]. Thewindow of lengthD on the
symbol sequence. . . σi1 σi2 . . . σik . . . is shifted to the right by one symbol, such that it
retains the last (D-1) symbols of the previous state and appends it with the new symbol
σiℓ at the end. The symbolic permutation in the current window gives rise to a new state.
ThePFSA constructed in this fashion is called theD-Markov machine [15], because of
its Markov properties.

Definition 1..1. A symbolic stationary process is calledD-Markov if the probability of the
next symbol depends only on the previousD symbols, i.e.,

P
(
σi0 |σi−1

....σi−D
σi−D−1

....
)
= P

(
σi0 |σi−1

....σi−D

)
.

The finite state machine constructed above hasD-Markov properties because the prob-
ability of occurrence of symbolσiℓ on a particular state depends only on the configuration
of that state, i.e., the previousD symbols. Once the alphabet size|Σ| and word lengthD
are determined at the nominal condition (i.e., time epocht0), they are kept constant for all
other slow time epochs. That is, the partitioning and the state machine structure generated
at the reference condition serve as the reference frame for data analysis at subsequent slow
time epochs.
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The states of the machine are marked with the corresponding symbolic word permuta-
tion and the edges joining the states indicate the occurrence of a symbolσiℓ . The occurrence
of a symbol at a state may keep the machine in the same state or move it to a new state.

Definition 1..2. The probability of transitions from stateqj to stateqk belonging to the set
Q of states under a transitionδ : Q×Σ→ Q is defined as

πjk = P (σ ∈ Σ | δ(qj , σ)→ qk) ;
∑

k

πjk = 1; (4)

Thus, for aD-Markov machine, the irreducible stochastic matrixΠ ≡ [πij] describes
all transition probabilities between states such that it has at most|Σ|D+1 nonzero entries.
The left eigenvectorp corresponding to the unit eigenvalue ofΠ is the state probability
vector under the (fast time scale) stationary condition of the dynamical system [15].

On a given symbol sequence....σi1σi2 ...σil .... generated from the time series data col-
lected at a slow time epoch, a window of lengthD is moved by keeping a count of occur-
rences of word sequencesσi1 · · · σiDσiD+1

andσi1 · · · σiD which are respectively denoted
byN(σi1 · · · σiDσiD+1

) andN(σi1 · · · σiD). Note that ifN(σi1 · · · σiD) = 0, then the state
q ≡ σi1 · · · σiD ∈ Q has zero probability of occurrence. ForN(σi1 · · · σiD) 6= 0, the
transitions probabilities are then obtained by these frequency counts as follows:

πjk ≡ P (qk|qj) =
P (qk, qj)

P (qj)
=
P (σi1 · · · σiDσ)
P (σi1 · · · σiD)

⇒ πjk ≈
N(σi1 · · · σiDσ)
N(σi1 · · · σiD)

(5)

where the corresponding states are denoted byqj ≡ σi1σi2 · · · σiD andqk ≡ σi2 · · · σiDσ.
The time series data at the reference condition, set as a benchmark, generates thestate

transition matrixΠ that, in turn, is used to obtain thestate probability vectorq whose
elements are the stationary probabilities of the state vector, whereq is the left eigenvector of
Π corresponding to the (unique) unit eigenvalue. The state probability vectorp is obtained
from time series data at a (possibly) faulty condition. The partitioning of time series data
and the state machine structure should be the same in both cases but the respective state
transition matrices could be different.

Pattern changes may take place in dynamical systems over slow time epochs due to
various reasons. The pattern changes are quantified as deviations from the reference pattern
(i.e., the probability distribution at the reference condition). To identify variation of a single
parameter in the dynamical system, the resulting anomalies(i.e., deviations of the evolving
patterns from the reference pattern) are characterized by ascalar-valued function, called
anomaly measureµ. The anomaly measures are obtained as:

µ ≡ d (p,q) (6)

where thed(•, •) is an appropriately defined distance function. An extensionof this method
for identification of multiple parameters in dynamical systems has also been made in [16].
Instead of using the low dimensional state probability vector as a pattern, the entire Perron-
Frobenius operator (state transition matrix) may be used asthe pattern to reduce loss of
information.
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1.1.5. Stopping Rule for Determining Symbol Sequence Length

A stopping rule is necessary to find a lower bound on the lengthof symbol sequence re-
quired for parameter identification of the stochastic matrix Π. The stopping rule [17] is
based on the properties of irreducible stochastic matrices[18]. The state transition matrix,
constructed at therth iteration (i.e., from a symbol sequence of length r), is denoted as
Π(r) that is ann × n irreducible stochastic matrix under stationary conditions. Similarly,
the state probability vectorp(r) ≡ [p1(r) p2(r) · · · pn(r)] is obtained as

pi(r) =
ri∑n
j=1 ri

(7)

whereri is the number of symbols in theith state such that
∑n

i=1 ri = r for a symbol
sequence of length r. The stopping rule makes use of the Perron-Frobenius Theorem [18]
to establish a relation between the vectorp(r) and the matrixΠ(r). Since the matrixΠ(r)
is stochastic and irreducible, there exists a unique eigenvalueλ = 1 and the corresponding
left eigenvectorp(r) (normalized to unity in the sense of absolute sum). The left eigenvec-
tor p(r) represents the state probability vector, provided that thematrix parameters have
converged after a sufficiently large number of iterations. That is, under the hypothetical
arbitrarily long sequences, the following condition is assumed to hold.

p(r + 1) = p(r)Π(r) ⇒ p(r) = p(r)Π(r) asr →∞ (8)

Following Eq. (7), the absolute error between successive iterations is obtained such that

‖ (p(r)− p(r + 1)) ‖∞=‖ p(r) (I −Π(r)) ‖∞≤
1

r
(9)

where‖ • ‖∞ is the max norm of the finite-dimensional vector•.
To calculate the stopping pointrstop, a tolerance ofη (0 < η ≪ 1) is specified for the

relative error such that:
‖ (p(r) − p(r + 1)) ‖∞

‖ (p(r)) ‖∞
≤ η ∀ r ≥ rstop (10)

The objective is to obtain the least conservative estimate for rstop such that the dominant
elements of the probability vector have smaller relative errors than the remaining elements.
Since the minimum possible value of‖ (p(r)) ‖∞ for all r is 1

n
, wheren is the dimension

of p(r), the least of most conservative values of the stopping pointis obtained from Eqs.
(9) and (10) as:

rstop ≡ int
(
n

η

)
(11)

whereint(•) is the integer part of the real number•.
More advanced forms of stopping rules are reported by Wen andRay [19, 20], where

the parameterη in Eq. 10 is statistically determined.

2. Overview of Industrial System Testbeds

This section briefly introduces the industrial applications that will be used in the sequel
to validate the effectiveness of the SDF tool. The applications include aircraft gas turbine
engines, fatigue damage problems, nuclear power plants andship-board auxiliary systems.
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2.1. Aircraft Gas Turbine Engines

This section presents the C-MAPSS test bed along with the fault injection scheme. The
C-MAPSS simulation test bed [21] was developed at NASA for a typical commercial-scale
two-spool turbofan engine and its control system. Figure 4 shows the schematic diagram of
a commercial aircraft gas turbine engine used in the C-MAPSSsimulation test bed. The

Figure 4. Gas turbine engine schematic [21]

engine under consideration produces a thrust of approximately 400,000 N and is designed
for operation at altitude (A) from the sea level (i.e., 0 m) up to 12,200 m, Mach number
(M ) from 0 to 0.90, and temperatures from approximately−50◦C to 50◦C. The throttle
resolving angle (TRA) can be set to any value in the range between0◦ at the minimum
power level and100◦ at the maximum power level. The gas turbine engine system consists
of five major rotating components, namely, fan (F), low pressure compressor (LPC), high
pressure compressor (HPC), high pressure turbine (HPT), and low pressure turbine (LPT),
as seen in Figure 4. Apart from the rotating components, three actuators are modeled in the
simulation test bed, namely, Variable Stator Vane (VSV), Variable Bleed Valve (VBV), and
Fuel Pump that controls the fuel flow rate (Wf).

Given the inputs ofTRA, A andM , the interactively controlled component models in
the simulation test bed compute nonlinear dynamics of real-time turbofan engine operation.
A gain-scheduled control system is incorporated in the engine system, which consists of
speed controllers and limit regulators for engine components. Out of the different types
of sensors (e.g., pressure, temperature, and shaft speed) used in the C-MAPSS simulation
test bed, Table 1 lists those sensors that are commonly adopted in the Instrumentation &
Control system of commercial aircraft engines, as seen in Figure 5.

In the current configuration of the C-MAPSS simulation test bed, there are 13 compo-
nent level health parameter inputs, namely, efficiency parameters (ψ), flow parameters (ζ)
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Figure 5. Schematic diagram of the C-MAPSS engine model withSensors

Table 1. Sensor Suite for the Engine System
Sensors Description
T24 LPC exit/ HPC inlet temperature
Ps30 HPC exit static pressure
T48 HPT exit temperature
P50 LPT exit pressure
Nf Fan spool speed
Nc Core spool speed

and pressure ratio modifiers, that simulate the effects of faults and/or degradation in the en-
gine components. Ten, out of these 13 health parameters, areselected to modify efficiency
(η) and flow (φ) that are defined as:

• η , Ratio of actual enthalpy and ideal enthalpy changes.

• φ , Ratio of rotor tip and axial fluid flow velocities.

For the engine’s five rotating components F, LPC, HPC, LPT, and HPT, the ten respec-
tive efficiency and flow health parameters are: (ψF , ζF ), (ψLPC , ζLPC), (ψHPC , ζHPC),
((ψHPT , ζHPT ), and (ψLPT , ζLPT ). An engine componentC is considered to be in nom-
inal condition if bothψC andζC are equal to1 and fault can be injected in the component
C by reducing the values ofψC and/orζC . For example,ψHPC = 0.98 signifies a2% rel-
ative loss in efficiency of HPC. Actuator faults can also be injected through the scale shift
parameters for the three actuators, VSV, VBV and Wf.

2.2. Fatigue Damage in Polycrystalline Alloys

Fatigue damage is one of the most commonly encountered sources of structural degrada-
tion of mechanical structures, made of polycrystalline alloys. Therefore, analytical tools for
online fatigue damage detection are critical for a wide range of engineering applications.
The process of fatigue damage is broadly classified into two phases: crack initiation and
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Figure 6. Cracked specimen with a side notch

Figure 7. Ultrasonic flaw detection scheme

crack propagation. The damage mechanism of these two phasesare significantly different
and similar feature extraction policies may not work effectively to classify different damage
levels in these two phases. For example, damage evolution inthe crack initiation phase is
much slower, resulting in smaller change in ultrasonic signals as compared to that in the
crack propagation phase. The phase transition from crack initiation to crack propagation
occurs when several small micro-cracks coalesce together to develop a single large crack
that propagates under the oscillating load. Several crack propagation models have been de-
veloped based on the inherent stochastic nature of fatigue damage evolution for prediction
of the remaining useful life. Due to stochastic nature of material microstuctures and op-
erating conditions, a physics-based model would require the knowledge of the parameters
associated with the material and geometry of the component.These parameters are often
randomly varying and may not be accurately predicted a priori. Crack propagation rate is a
function of crack length and, after a certain crack length, it becomes unstable.

Experimental Apparatus and Test Procedure:An experimental apparatus is designed
to study the fatigue damage growth in mechanical structures. The apparatus consists of an
MTS 831.10 Elastomer Test System that is integrated with Olympus BX Series microscope
with a long working-distance objective. A camera, mounted on the microscope, takes im-
ages with a resolution of 2 micron per pixel at a distance of 20mm. The ultrasonic sensing
device is triggered at a frequency of 5 MHz at each peak of the fluctuating load. Various
components of the apparatus communicate over a TCP/IP network and post sensor, micro-
scope and fatigue test data on the network in real time. This data can used by analysis
algorithms for anomaly detection and health monitoring of the specimens in real-time.

Figure 6 shows a side-notched 7075-T6 aluminum alloy specimen used in the fatigue
damage test apparatus. Each specimen is3 mm thick and50 mm wide, and has a slot of
1.58 mm× 4.57 mm on one edge. The notch is made to increase the stress concentration
factor that localizes crack initiation and propagation under the fluctuating load. Fatigue
tests were conducted at a constant amplitude sinusoidal load for low-cycle fatigue, where
the maximum and minimum loads were kept constant at 87MPa and4.85MPa, respectively.
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For low cycle fatigue studied in this study, the stress amplitude at the crack tip is suffi-
ciently high to observe the elasto-plastic behavior in the specimens under cyclic loading.
A significant amount of internal damage caused by multiple small cracks, dislocations and
microstructural defects alters the ultrasonic impedance,which results in signal distortion
and attenuation at the receiver end.

The optical images were collected automatically at every 200 cycles by the optical mi-
croscope which is always focussed in the crack tip. As soon ascrack is visible by the
microscope, crack length is noted down after every 200 cycles. Ultrasonic waves with a
frequency of 5 MHz were triggered at each peak of the sinusoidal load to generate data
points in each cycle. Since the ultrasonic frequency is muchhigher than the load frequency,
data acquisition was done for a very short interval in the time scale of load cycling. There-
fore, it can be implied that ultrasonic data were collected at the peak of each sinusoidal load
cycle, where the stress is maximum and the crack is open causing maximum attenuation of
the ultrasonic waves. The slow time epochs for data analysiswere chosen to be 1000 load
cycles (i.e.,∼80 sec) apart. To generate training and test data sample multiple experiments
are conducted on different specimen. For each specimen all ultrasonic signals are labeled
with crack length.

2.3. Nuclear Power Plants

The International Reactor Innovative & Secure (IRIS) simulator of nuclear power plants
is based on the design of a next-generation nuclear reactor.It is a modular pressurized
water reactor (PWR) with an integral configuration of all primary system components. Fig-
ure 8 shows the layout of the primary side of the IRIS system that is offered in config-
urations of single or multiple modules, each having a power rating of 1000MWt (about
335MWe) [22]. The nominal reactor core inlet and outlet temperatures are557.6◦F
(292◦C) and626◦F (330◦C), respectively. The pressurizer, eight steam generators,and
the control rod mechanism are integrated into the pressure vessel with the reactor core.
There is no huge pipe used to connect these components. This design avoids the large loss
of coolant accident (LOCA). The entire control rod mechanism is mounted inside the pres-
sure vessel to avoid the problem of penetrating the the pressure vessel head by the control
rod. The test-bed is built using FORTRAN programming language. This FORTRAN model
includes a reactor core model, a helical coil steam generator (HCSG) model.

The test-bed is implemented on a Quad Core 2.83 GHz CPU 8 GB RAMWorkstation
in the laboratory of Penn State. The IRIS simulator is operated in theintegrated control
mode through built-in PID controllers, which operates all three subsystems (i.e., turbine,
feedwater flow and control rods) to combine the rapid response of a reactor-following sys-
tem with the stability of a turbine-following system [23]. For a load increase in the turbine,
the control system makes the control rods to be withdrawn andthe feedwater flow rate to
be increased. Simultaneously, the control system temporarily reduces the turbine header
pressure set point. The turbine governor valves open to maintain the turbine speed and to
reduce the main steam header pressure to the new set point. Asreactor core power, primary
to secondary heat transfer, and steam flow rate gradually increase, the turbine header pres-
sure recovers and its set point is returned to the steady-state value. In this way, the control
system achieves a rapid response and a smooth transition between turbine loads [23].
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Figure 8. Layout of the primary side of the IRIS system [22]

The IRIS test-bed is capable of simulating both normal conditions at different opera-
tional modes (e.g., normal power maneuvers, reactor start-up, and turbine loading) and a
variety of anomalous scenarios that include:

• Actuator anomalies, e.g., feedwater pump trip, malfunctions of reactor coolant pump
and control rod mechanism;

• Sensor failures, e.g., malfunctions of temperature, pressure, and flow-rate sensors;

• Internal anomalies, e.g., uncertainties in the fuel temperature coefficient of reactivity,
coolant heat capacity, and feedwater heat capacity.

In the IRIS test-bed, sensor degradations are realized as injected noise and disturbances.
Depending on the location and modality of a sensor, there could be several different degra-
dation levels. For example, the degradation levels in a pressure sensor have different char-
acteristics from those of a temperature sensor. Furthermore, depending on the location and
operating environment, even sensors of the same modality could have different degradation
characteristics. In general, sensor degradation is categorized as the following [24, 25]:

• Constant bias and drift (i.e., slowly-varying bias);

• Change in sensor response time due to aging; and

• Change in the variance of sensor noise (e.g., due to large external electromagnetic
radiation from electric motors).

Amongst the above sensor degradation types, only sensor degradation due to changes in the
noise variance are investigated in this study. The rationale is that the sensors are assumed
to be periodically tested and calibrated; hence, sensor degradation due to aging, bias, and
drift is much less likely.

In a PWR plant, the primary coolant and feedwater temperatures are measured using
resistance thermometer detectors (RTDs), and the temperature of the outlet water from the
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reactor core is measured using thermocouples (TCs). The TCsare mainly used for temper-
ature monitoring, whereas the primary coolant RTDs typically feed the plant’s control and
safety system [25]. A case study has been presented in this work to validate the anomaly
detection methodology, in which the reactor coolant pump (RCP) is chosen to be the loca-
tion of a component-level degradation and the primary coolant temperature (THL) sensor
(RTD) in the hot leg piping is chosen for anomaly detection inthe RCP.

Since the plant controller receives feedback signals from theTHL sensor, any degrada-
tion in this sensor could pervade through the plant, which will potentially affect the outputs
of the remaining components due to the inherent electro-mechanical and control feedback.
Component-level anomaly detection under different sensornoise variance is posed as a
multi-class classification problem in the sequel.

2.4. Navy Ship-board Auxiliary Unit

A simulation test bed of shipboard auxiliary systems has been developed for testing the
proposed algorithm of sensor fusion in distributed physical processes. The test bed is built
upon the model of a notational hydraulic system that is coupled with a notional electrical
system under an adjustable thermal loading.

The simulation model is implemented in MATLAB/Simulink as seen in Fig. 9. This
distributed notional system is driven by an external speed commandωref that serves as
a set point for the speed,ωe, of the permanent magnet synchronous motor (PMSM). A
mechanical shaft coupling connects the fixed displacement pump (FDP) to the PMSM. The
torque load of the PMSM,Tm, is obtained from the shaft model of the hydraulic system. In
turn, the speed of the PMSM,ωe, is an input to determine the angular speed of the shaft,ωs,
which drives the FDP and the cooling fan in the thermal system. In turn, the FDP drives the
hydraulic motor (HM) with a dynamic load, which consists of the thermal load,Tt, and a
time-varying mechanical torque load. The proportional-integral (PI) controller regulates the

Figure 9. Notional coupled electrical, hydraulic and thermal systems.

PMSMs electrical frequency under dynamic loading conditions that arise due to fluctuations
in hydraulic and thermal loading. There is a mechanical coupling between the PMSM and
the FDP of the hydraulic system, which is modeled by a rotational spring-damper system
applied to an inertial load. The mechanical system outputs the shaft velocity that drives the
FDP and the cooling fan of the thermal system. The pump, in turn, drives the HM through
the pipeline. The HM is subjected to a time-varying load witha profile defined by the user
as well as the thermal load that varies with the fan efficiencyof the cooling mechanism. The
systems are further coupled with a feedback loop since the torque requirement of the HM
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is input to the PMSM of the electrical system. The model has multiple parameters that can
simulate various fault conditions. There are multiple sensors in each system with different
modalities such as Hall Effect sensors, torque, speed, current, temperature and hydraulic
pressure sensors that are explained further in Section 5.2..

The governing equations of the electrical component model are as follows:
iq
dt

=
vq −Riq − wLdid − wλf

Lq
id
dt

=
vd −Rid + wLqiq

Ld
wr
dt

=
Te − Tl −Bwr

J

Te =
3

2
P [λf iq + (Ld − Lq)idiq]

wr =
w

P

where subscriptsd andq have their usual significance of direct and quadrature axes in the
equivalent 2-pole representation;v, i, andL are the corresponding axis voltages, stator cur-
rents and inductances;R andω are the stator resistance and inverter frequency, respectively;
λf is the flux linkage of the rotor magnets with the stator;P is the number of pole pairs;Te
is the generated electromagnetic torque;Tl is the load torque;B is the damping coefficient;
ωr is the rotor speed; andJ is the moment of inertia.

The governing equations of the fixed displacement pump (FDP)model are as follows:
qp = Dpωp − kleakPp
Tp =

DpPp
ηm

kleak =
kHP
νρ

kHP =
Dpωnom(1− ηv)νnomρ

Pnom

The governing equations of the hydraulic motor (HM) model are as follows:

ωm =
qm − kleakPm

Dm

Tm = DmPmηm

kleak =
kHP
νρ

kHP =
Dmwnom(1− ηv)νnomρ

Pnom
(12)

where the subscriptsp andm denote pump and motor parameters, respectively; the sub-
script nom denotes nominal values;q andP is the pressure differentials across delivery
and terminal points;T is the shaft torque;D is the displacement;ω is the angular velocity;
kleak is the flow leakage coefficient;kHP is the Hagen-Poiseuille coefficient;νv andνm are
the volumetric and mechanical efficiencies, respectively;andν andρ are the fluid kinematic
viscosity and density, respectively.



Data-enabled Health Management of Complex Industrial Systems 17

3. Data Space Abstraction

The first step of the SDF tool-chain involves abstraction of the data space that gives it a
unique capability to fuse information from heterogeneous sensors. This also enables inte-
gration of mixed i.e., continuous, discrete and categorical data. While spatial partitioning
is the major step of the abstraction process, often suitabledomain transformation facilitates
better feature extraction.

3.1. Data Preprocessing

Recently, it has been shown that Wavelet or Hilbert transformation of data before partition-
ing improves time-series feature extraction as both time and frequency domain information
are considered. The wavelet space partitioningWSPis particulary effective for noisy data
from high-dimensional dynamical systems. However, WSP hasseveral other shortcomings
such as identification of an appropriate basis function, selection of appropriate scales, and
non-unique and lossy conversion of the two-dimensional scale-shift wavelet domain to a
one-dimensional domain of scale-series sequences [12]. Subbu and Ray [13] have reported
use of Hilbert transform to alleviate these problems. This method is called the analytic
signal space partitioning (ASSP) as Hilbert transform converts data from time domain to
analytic signal space. However, for noisy systems, it is expected that number of machine
states typically increases largely, which in turn degradescomputation efficiency (e.g., in-
creased execution time and memory requirements) [6].

This section reviews a generalization of the classical Hilbert transform to modifyASSP
for application to noisy systems. The objective here is to partition the transformed signal
space such thatD-Markov machines can be constructed with a smallD without significant
loss of information for noisy signals. The key idea is to provide a mathematical structure
of the generalized Hilbert transform such that the low-frequency region is more heavily
weighted than that in the classical Hilbert transform.

3.1.1. Generalization of Hilbert Transform

Hilbert transform and the associated concept of analytic signals, introduced by Gabor [26],
have been widely adopted for time-frequency analysis in diverse applications of signal pro-
cessing. Hilbert transform [27] of a real-valued signalx(t) is defined as:

x̃(t) , H[x](t) = 1

π

∫

R

x(τ)

t− τ dτ (13)

That is,x̃(t) is the convolution ofx(t) with 1
πt

overR , (−∞,∞), which is represented
in the Fourier domain as:

̂̃x(ω) = −i sgn(ω) x̂(ω) (14)

wherex̂(ω) , F [x](ω) andsgn(ω) ,

{
+1 if ω > 0
−1 if ω < 0
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Given the Hilbert transform of a real-valued signalx(t), the complex-valued analytic
signal [27] is defined as:

X (t) , x(t) + i x̃(t) (15)

and the (real-valued) transfer function with inputx̂(ω) and outputX̂ (ω) is formulated as:

G(ω) ,
X̂ (ω)
x̂(ω)

= 1 + sgn(ω) (16)

Lohmann et al. [28] introduced the concept of a generalized Hilbert transform in the
fractional Fourier space instead of the conventional Fourier space; a discrete version of
this generalized Hilbert transform was developed later [29]. For geophysical applications,
Luo et al. [30] proposed another type of generalized Hilberttransform that is essentially the
windowed version of traditional Hilbert transform. However, the notion of generalization of
Hilbert transform presented in the sequel is different fromthat in the previously published
literature.

Let us define a generalized Hilbert transform as:Hα of a real-valued signalx(t) as the
convolution:

x̃α(t) , Hα[x](t) = x(t) ∗
(sgn(t)
π |t|α

)
for α ∈ (0, 1] (17)

It is shown in the sequel that, asα ↑ 1 (i.e., the values ofα form an increasing sequence
of positive real numbers with the limit equal to 1),Hα converges toH, whereH is the
classical Hilbert transform defined in Eq. (13); that is,H1 ≡ H.

Two lemmas are presented, which are necessary for derivation of the main results in the
Fourier space (detailed proofs can be found in [14]).

Lemma 3..1.
∫ ∞

−∞

e−iωt

π|t|α sgn(t)dt = −i sgn(ω)
2

π

Γ(1− α)
|ω|1−α sin

(π
2
(1− α)

)
(18)

whereα ∈ (0, 1); andΓ(1− α) ,
∫∞
0

e−y

yα
dy.

Lemma 3..2. Asα ↑ 1, the integral
∫∞
−∞

e−iωt

π|t|α sgn(t)dt→ −i sgn(ω), i.e.,

lim
α↑1

Γ(1− α)
( 2

π
sin

π

2
(1− α)

)
= 1. (19)

Taking Fourier transform of the convolution in Eq. (17) and an application of
Lemma 3..1 yield:

̂̃xα(ω) = F
(
x(t) ∗ sgn(t)

π|t|α
)

= F(x(t)) · F
(
sgn(t)

π|t|α
)

= −i sgn(ω) 2

π

x̂(ω)Γ(1 − α)
|ω|1−α sin

(π
2
(1− α)

)
(20)



Data-enabled Health Management of Complex Industrial Systems 19

SinceΓ(1 − α) < ∞ for α ∈ (0, 1), the generalized Hilbert transform̃xα(t) can be
evaluated by taking the inverse Fourier transform of̂̃xα(ω).

The above formulation shows that reducedα puts more weight on the low frequency
part of the signalx(t) and hence more effectively attenuates the high-frequency noise than
the classical Hilbert transform. Following Lemma 3..2, asα ↑ 1, Fourier transform of the
signal sgn(t)

π|t|α converges to−i sgn(ω). This leads to the fact, that asα ↑ 1,Hα converges to
H, whereH is the classical Hilbert transform defined in Eq. (13).

Analogous to the analytic signal in Eq. (15), the (complex-valued) generalized analytic
signal of the real-valued signalx(t) is defined as:

Xα(t) , x(t) + i x̃α(t) (21)

and the (real-valued) transfer function with inputx̂(ω) and outputX̂α(ω) is formulated as:

Gα(ω) ,
X̂α(ω)
x̂(ω)

= 1 + sgn(ω)
(ω0(α)

|ω|
)(1−α)

(22)

whereω0(α) ,
(

2
π Γ(1−α)sin

(
π
2 (1− α)

) ) 1

1−α
.
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Figure 10. Impulse response
(
sgn(t)
π|t|α

)
of the generalized Hilbert transform

Remark 3..1. For α = 1, it follows from Eq. (17) that the real-valued signalx(t) is con-
voluted with 1

πt
. The implication is that the effects of memory in the signalx(t) reduce as

fast as 1
π|t| . Asα is decreased, the tail of the impulse response of the generalized Hilbert

transformx̃α(t) becomes increasingly fat as seen in Fig. 10. Hence, for0 < α < 1, the
generalized analytic signalXα(t) captures more (low-frequency) information from time
series data than that forα = 1.
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Figure 11. Transfer functionGα(ω) of the generalized analytic signal

Remark 3..2. Fourier transform of a real-valued signal does not contain any additional
information beyond what is provided by the positive frequency components, because of the
symmetry of its spectrum. Therefore, in the construction ofan analytic signal in Eq. (15)
and its transfer function in Eq. (16), Hilbert transform removes the negative frequency
components while doubling the positive frequency components. Forα < 1, it follows from
Fig. 11 that the negative frequency components of the transfer functionGα(ω) of a gen-
eralized analytic signal are no longer zero. Therefore, thegeneralized analytic signal in
Eq. (21) is not an analytic signal in the sense of Gabor [26] for α < 1. However, the
transfer functions of both analytic and generalized analytic signals are real-valued almost
everywhere in the rangeω ∈ R. The phase of the (real-valued) transfer functionGα(ω) is
either0 or −π as explained below.

• The phase ofG(ω) (i.e., Gα(ω) for α = 1) is 0 radians in the frequency range
(0,∞). Its magnitude in the negative frequency range(−∞, 0) is identically equal
to 0; therefore, the phase in this range is inconsequential.

• For 0 < α < 1, the phase ofGα(ω) is −π radians in the frequency range
(−ω0(α), 0), whereω0 is defined in Eq. (22), and is0 radians in the frequency range(
−∞,−ω0(α)

)⋃
(0,∞).

3.1.2. Test Results and Validation

The concept of generalized Hilbert transform is tested and validated by symbolic analysis of
time series data, generated from the same apparatus of nonlinear electronic systems reported
in the earlier publication [13].
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The nonlinear active electronic system in the test apparatus emulates the forced Duffing
equation:

d2x

dt2
+ β

dx

dt
+ x(t) + x3(t) = Acos(ωt) (23)

Having the system parameters set toβ = 0.24, A = 22.0, andω = 5.0, time series data
of the variablex(t) were collected from the electronic system apparatus. Thesedata sets
do not contain any substantial noise because the laboratoryapparatus is carefully designed
to shield spurious signals and noise. Therefore, to emulatethe effects of noise in the time
series data, additive first-order colored Gaussian noise was injected to the collected time
series data to investigate the effects of signal-to-noise ratio (SNR). The profile of a typical
signal, contaminated with10 db additive Gaussian noise (i.e.,SNR = 10), is shown in
Fig. 12.
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Figure 12. Signal contaminated with10 db additive colored Gaussian noise

Construction of the Transformed Phase Space:Let the real-valued noisy time-series
datax(t) contain N data points. Upon generalized Hilbert transformation of this data
sequence, a complex-valued generalized analytic signalXα(t) is constructed. Similar to
the procedure described in [13],Xα(t) is represented as a one-dimensional trajectory in
the two-dimensional pseudo-phase space. LetΩ be a compact region in the pseudo-phase
space, which encloses the trajectory ofN such data points.

Partitioning and Symbol Generation:The next task is to partitionΩ into finitely many
mutually exclusive and exhaustive segments, where each segment is labelled with a symbol
or letter. The partitioning is based on the magnitude and phase of the complex-valued signal
Xα(t) as well as the density of data points in these segments, following the procedure
described in [13]. Each point in the partitioned data set is represented by a pair of symbols;
one belonging to the alphabetΣR based on the magnitude (i.e., in the radial direction) and
the other belonging to the alphabetΣA based on the phase (i.e., in the angular direction).
In this way, the complex-valued signalXα(t) is partitioned into a symbol sequence by
associating each pair of symbols to a single symbol belonging to an alphabetΣ that is
defined as:

Σ ,
{
(σi, σj) ∈ ΣR × ΣA

}
and|Σ| = |ΣR||ΣA| (24)

The results presented in this chapter are generated withΣR = 8 in the radial direction
andΣA = 5 in the angular direction, i.e.,|Σ| = 40.

State Transition Matrices:The symbol sequence is now used to constructD-Markov
machine models [15]. The assumption of statistical stationarity of the symbol sequence is
implicit in the construction of Markov models. In this study, Markov chain models of depth
D = 1 andD = 2 have been constructed.
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Modeling of the symbolic process as a (D = 1) Markov chain involves evaluation of
theΠ1 matrix, where theijth matrix elementπ1ij is defined as the probability that(n+1)th

state isi given that thenth state wasj, i.e.,

π1ij , P
(
q1n+1 = i | q1n = j

)
(25)

whereqk is the state at discrete time instantk. Evidently, the size of theΠ matrix is|Σ|×|Σ|,
where|Σ| is the number of symbols in the alphabetΣ.

Modeling the symbolic process as a (D = 2) Markov chain involves evaluation of a
3-dimensional matrix, where theijkth matrix elementπ2ijk is defined as:

π2ijk , P
(
q2n+2 = i|q2n+1 = j, q2n = k

)
(26)

and size of the (sparse)Π2 matrix is |Σ| × |Σ| × |Σ|.

Remark 3..3. Elements of bothΠ1 andΠ2 matrices are estimated by conditional frequency
count and their convergence requires a symbol sequence of sufficient length. This aspect
has been discussed in [17][6] and is referred to as the stopping rule that assigns a bound
on the length of the symbol sequence for parameter identification of the stochastic matrices
Π1 andΠ2.

Computation of Mutual Information:Effectiveness of generalized Hilbert transform
for Markov model construction has been examined from an information theoretic perspec-
tive [5]. The rationale is that, in a noise-corrupted system, higher values of mutual informa-
tion imply less uncertainties in the symbol sequence. The mutual informationI is expressed
in terms of entropyS for both (D = 1) and (D = 2) Markov chains in the following set of
equations:

I (qn+3; qn+2) , S (qn+3)− S (qn+3|qn+2) (27)

S (qn+3) , −
|Σ|∑

ℓ=1

P (qn+3 = ℓ) log2 P (qn+3 = ℓ) (28)

Usage of maximum entropy partitioning [12] for symbol generation yields:S (qn+3) =
log2 (|Σ|).

S (qn+3|qn+2) ,
|Σ|∑

ℓ=1

P (qn+2 = ℓ) S (qn+3|qn+2 = ℓ) (29)

where

S (qn+3|qn+2 = ℓ) = −
|Σ|∑

j=1

P (qn+3 = j | qn+2 = ℓ) ·

log2 P (qn+3 = j|qn+2 = ℓ) (30)
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I (qn+3; qn+2, qn+1) , S (qn+3)− S (qn+3|qn+2, qn+1) (31)

S (qn+3|qn+2, qn+1)

, −
|Σ|∑

i=1

|Σ|∑

j=1

P (qn+2 = i, qn+2 = j) ·

S (qn+3|qn+2 = i, qn+1 = j) (32)

where

S (qn+3|qn+2 = i, qn+1 = j)

= −
|Σ|∑

ℓ=1

P (qn+3 = ℓ|qn+2 = i, qn+1 = j) ·

log2 P (qn+3 = ℓ|qn+2 = i, qn+j = j) (33)

Based on Eq. (25) and Eqs. (27) to (30), the mutual information I (qn+3; qn+2) is
calculated from theΠ1 matrix. Similarly, based on Eq. (26) and Eqs. (31) to (33),
I (qn+3; qn+2, qn+1) is calculated from theΠ2 matrix. Then, information gain (abbrevi-
ated asIG) with D = 2 instead ofD = 1 in the Markov chain construction is defined
as:

IG , I (qn+3; qn+2, qn+1)− I (qn+3; qn+2) (34)

Pertinent Results:
The pertinent results on mutual information and information gain are presented in

Fig. 13 and Fig. 14, respectively. Although results are shown only for SNR = ∞, 10, 4
and0, several other experiments with intermediate values ofSNR between∞ and0 were
performed, which shows the same trend.

The information gain is always a positive quantity as seen inEq. (34). In other words,
there is always a gain in information upon increasing the depth of the Markov chain model.
Pertinent inferences, drawn from these results, are presented below.

1. Mutual information increases with decrease inα irrespective ofD andSNR as seen
in Fig. 13.

2. Information gainIG (see Eq. (34) and Fig. 14) is minimal forSNR → ∞ (i.e., for
the signal with no noise injection). Therefore,D=1 Markov chain should be adequate
with ASSP using conventional Hilbert transform (see Eq. 13) for low-noise signals.

3. As SNR is decreased (i.e., percentage of additive noise is increased), information
gain IG increases for all values ofα in the range of1.0 down to about0.2. As α
is decreased, information gain decreases as seen in Fig. 14.Therefore, even for a
considerable amount of noise, a smaller value ofα should be able to achieve noise
attenuation and thus allow usage ofD = 1 in D-Markov machines.
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4. Results for a pathological case withSNR → 0, (i.e., complete noise capture of the
signal) in Fig. 13 and Fig. 14 show similar trends as above. The crossing of the
information gain curves in Fig. 14 at low values ofα (e.g.,α ≤ 0.2) could possibly
be attributed to the effects of coarse graining [7] due to symbol generation.

The rationale for the observed trends in Fig. 13 and Fig. 14 isreiterated as follows. An
increase in depthD captures the effects of longer memory in the signal, and similarly re-
ducedα puts more weight on the low-frequency components, which assists noise reduction.
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Figure 13. Profiles of mutual information

The following conclusions are drawn from the validation results of the proposed gener-
alization of Hilbert transform on a laboratory apparatus ofnonlinear electronic systems as
presented above.

• Generalized Hilbert transform with a smaller value of parameterα is capable of ex-
tracting more information from a data sequence irrespective of the depth of the D-
Markov machine chosen for modeling.

• Information gain for a larger depthD reduces with smaller values of the parameterα.

• By selecting small values of the parameterα in the generalized Hilbert transform, it
is possible to avoid using a computationally expensive larger depthD without loss of
significant information.

3.2. Optimal Feature Extraction via Partitioning

Partitioning is the process of coarse-graining of the data-space under some notion of simi-
larity, transforms continuous valued variables to a discrete symbolic space. This is an im-
portant pre-processing step essential for several applications such assymbolic time-series
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analysisof dynamical systems, data-mining and machine learning. Despite the necessity
and importance of discretization, there is no standard way to approach it. This is because
several factors such as the nature of the dynamical system ordata set in question, choice
of the similarity metric, and desired model simplicity affect the nature of a discretization
scheme that is appropriate. Moreover, even if one can define the optimality criteria for
discretization, the process will be NP-complete [31]. As pointed out by [32], while dis-
cretization is desirable pre-processing step, practical discretization schemes are necessarily
heuristic in nature and a large number of such schemes have been proposed in the literature.
The simplest methods includeequal interval width(uniform) andequal interval frequency
(maximum entropy) discretization or partitioning. One keydistinction among different
methods is whether the discretization process wassupervisedor unsupervised. In a super-
vised process a metric based on a discrete variable (e.g. class label) is used as a feedback to
guide the discretization process, while a unsupervised method does not use such informa-
tion. The literature is vast and there are several reviews available that summarize and com-
pare different techniques [33, 34, 35, 36, 37]. This sectionreviews two recently developed
multi-variate partitioning schemes with particular objective of symbolic dynamic analysis
of time-series data from physical systems. While the first scheme (maximally bijective dis-
cretization) aims to optimize symbolic modeling of dynamical systems, the second scheme
(optimal partitioning for classification) is particularlyuseful for time-series classification.

3.2.1. Maximally Bijective Partitioning

Consider a dynamical system with input/output signals as:

U(t) = 2 cos(0.25t) (35)

Y (t) = cos(0.5t) (36)
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To build a symbolic model of such a system, both input and output space need to be dis-
cretized. However, if the discretization of input and output spaces are completely inde-
pendent, then important functional relationship in the continuous domain may not remain
preserved in the discrete domain. Based on this key idea, this section reviews the recently
developed methodology and algorithm for a discretization scheme that maximizes the de-
gree of input-output symbol correspondence, hence named Maximally Bijective Discretiza-
tion (MBD).

Although the required notations follow earlier discussion, it is repeated here for en-
hanced readability. Let the time series data of a variable generated from a physical complex
system or its dynamical model be denoted asq. A compact (i.e., closed and bounded) region
Ω ∈ Rn, wheren ∈ N, within which the time series is circumscribed, is identified. Let the
space of time series data sets be represented asQ ⊆ Rn×N , where theN ∈ N is sufficiently
large for convergence of statistical properties within a specified threshold. Note,n repre-
sents the dimensionality of the time-series andN is the number of data points in the time
series. A discretization encodesΩ by introducing a partitionB ≡ {B0, ..., B(p−1)} consist-

ing of p mutually exclusive (i.e.,Bj ∩Bk = ∅ ∀j 6= k), and exhaustive (i.e.,∪p−1
j=0Bj = Ω)

cells. For one-dimensional time series data, a discretization consisting ofp cells is repre-
sented byp− 1 points that serve as cell boundaries. In the sequel, ap-cell discretizationB
is also expressed asΓm , {γ1, γ2, · · · , γm−1}, whereγi denotes a bin boundary.

Let the complex system under consideration hasm real-valued output variables andn
real-valued input variables that are denoted asw1, · · · , wm andu1, · · · , un respectively. In
the continuous domain, an input variableui for any i is represented as a function of all
output variables for the purpose of discretization as follows:

ui = hi(w1, · · · , wm) (37)

Suppose am-dimensional discretization is imposed on the space of output variables that
divides the data for output variables intoK discrete classes. The goal is to discretize each
input variable based on the defined classes of output variables. This work develops aMax-
imally Bijectivescheme of performing the discretization of each input variable separately.
The problem is formulated in the sequel for any input variableu (omitting the subscript).

LetB ≡ {B0, ..., B(l−1)} be a discretization of one of the input variables, whereBj, j ∈
{0, ..., l−1} is a bin of the discretization. With this setup,correspondence between a class
and a bin is defined as follows:

If i = argmax
k

P (Ck|x ∈ Bj)
then, Ci ⇒ Bj (38)

where,P (·) denotes a probability function andx ∈ R. In words, classCi corresponds to bin
Bj. Note, a classCi may correspond to more than one disjoint bins. From this perspective,
a reward function is defined as follows:

R(B|x) = {P (Ci|x ∈ Bj) : Ci ⇒ Bj} (39)

Note that this reward function signifies the notion of bijection, i.e., with higher reward,
the probability of a class being corresponding to a bin increases. With this setup, the total
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expected reward is calculated as

TR(B) =

∫

X

R(B|x)P (x)dx (40)

The goal here is to maximize this total reward function, hence the discretization scheme
is called Maximally Bijective. It is clear from the formulation that maximizing the total
reward function is equivalent to maximizingR(B|x) at eachx.

B
∗ = argmax

B
{R(B|x) ∀x}

= argmax
B
{P (Ci|x ∈ Bj) : Ci ⇒ Bj ∀x} (41)

This observation leads to an algorithm that is developed andused to identify MBD in this
work. LetPm(x) denotes{P (Ci|x ∈ Bj) : Ci ⇒ Bj} at anyx. Note, by this definition

Pm(x) = max
i
P (Ci|x) ∀x (42)

With this setup an overview of the proposed algorithm is provided below:
Overview of the Algorithm
x = min(D)
k = 1
while x < max(D) do

IdentifyCi such thatP (Ci|x) = Pm(x);
IdentifyCj such thatP (Cj |x+ dx) = Pm(x+ dx);
if i 6= j then
γk = x % Note,γk denotes thekth bin boundary
k ← k + 1

end if
x← x+ dx

end while

However, the primary issue with the above process is reliable estimation ofP (Ci|x) from
data [32]. This work adopts a basic frequency counting (overan interval) method to es-
timate this conditional probability. This means that the optimization process begins with
considering a small window in the domain (aroundmin(D)) to identify the most probable
class in that interval. Then the window is slided across the data range of the input variable
and bin boundaries (γks) are placed where the most probable class changes from one inter-
val to the next. However, this approximation may result in sub-optimality of the solution.
The rationale is as follows: Let[a, b] ⊂ R be an interval over which the frequencies of
different classes are estimated to identify the most probable class. The frequency of class
Ci in the interval[a, b] is denoted asn(Ci)|[a,b] and it can be represented as

n(Ci)|[a,b] =
∫ b

a

P (Ci|x)P (x)dx (43)

To identify the most probable class in[a, b], one needs to comparen(Ci)|[a,b] with
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n(Cj)|[a,b]. However, it is known that

∫ b

a

P (Ci|x)P (x)dx ≷
∫ b

a

P (Cj|x)P (x)dx

; P (Ci|x) ≷ P (Cj |x) ∀x ∈ [a, b] (44)

Consequently, the solution may become suboptimal due to theconsideration of intervals
of finite width. Also, in a realistic setting, the intervals need to be wide enough to avoid
significant effects of noise in the data.

However, the following lemma can be stated in this scenario:

Lemma 3..3. The total reward (TR) is a nondecreasing function of adding new bin bound-
aries.

This ensures that the total reward at least does not reduce when a new bin boundary is
introduced in the sequential algorithm proposed here. A rough proof sketch of this property
is provided here:

Proof Sketch:First of all, it should be noted that introduction of a new binboundary
can be considered as splitting one of the current bins. LetBj be the bin which is splitted
intoB1

j andB2
j with the introduction of a new bin boundary. Also, let classCi be the most

probable class of the binBj with frequencyn(Ci)|Bj
. Let the total reward function before

and after splitting be denoted asTR(k) andTR(k + 1) respectively. Now, three cases are
possible with this splitting.

• Case I:In both new binsB1
j andB2

j , Ci is no longer the most probable class and the
most probable classes inB1

j andB2
j are sayCp andCq respectively. In this case,

TR(k + 1) = n(Cp)|B1
j
+ n(Cq)|B2

j
>

n(Ci)|B1
j
+ n(Ci)|B2

j
= TR(k) (45)

• Case II: In one of the new bins, say inB1
j , Ci is still the most probable class. How-

ever, inB2
j , Cq is the most probable class. In this case,

TR(k + 1) = n(Ci)|B1
j
+ n(Cq)|B2

j
>

n(Ci)|B1
j
+ n(Ci)|B2

j
= TR(k) (46)

• Case III: In both new bins,Ci is still the most probable class. In this case,

TR(k + 1) = n(Ci)|B1
j
+ n(Ci)|B2

j
= TR(k) (47)

Therefore,TR(k + 1) ≥ TR(k), i.e., total reward does not decrease when new bin bound-
aries are introduced sequentially in the algorithm described above. This is also compatible
with the intuitive notion of increase in reward with increase in complexity.

Figure 15 shows the MBD for the illustrative example problemintroduced in the be-
ginning. It is clear from the result that in a numerically stable scenario, the present ap-
proach can identify the bin boundaries of an admissible discretization. Furthermore, Fig. 16
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Figure 15. Illustrative example: MBD of noisy inputU Given a Uniform discretization of
outputY ; Bin boundaries are marked on corresponding axes as grid lines
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Figure 16. Monotonic increase in Total Reward with additionof new bin boundaries

shows that the total reward monotonically increases with addition of new bin boundaries as
stated in Lemma 3..3. The total reward of the MBD in this example is found to be0.88.
For comparison purposes, uniform discretization of same complexity, i.e., with same num-
ber of cells/bins (with bin boundaries[−1.66,−1.00,−0.350.300.961.61]) has total reward
of 0.79 and maximum entropy discretization with same complexity (with bin boundaries
[−1.80 − 1.25 − 0.450.451.231.80]) has total reward of0.76. The following remark sum-
marizes some of the key aspects the proposed discretizationpolicy.

Remark 3..4. The MBD scheme developed here avoids computationally expensive iterative
search for bin boundaries in the data space. Instead, this algorithm scans data space once
to sequentially place optimal bin boundaries and in turn identifies the optimal number of
cells/bins in a stable numerical scenario. Furthermore, itshould be noted that discretiza-
tion of the output variables can be revised once MBD of the input variables are obtained.
This process essentially involves removing certain bin boundaries of output variables that
do not have effect in the MBD of the input variables. Finally,this scheme can be used for
any complex dynamical system. However, it will be particularly useful for highly nonlinear
systems where traditional uniform or maximum entropy discretizations may fail to preserve
the functional relationships by a great deal.

It should be noted that there are other popular cost functions (involving e.g., maximizing
mutual information and minimizing Bayes risk) available inliterature that may have similar
effects on discretization as the current reward function proposed in this study. Therefore,
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comparison of the strategy presented here with the other similar cost/reward functions is an
important topic of future investigation.

3.2.2. Optimal partitioning for Classification

In the SDF framework, a symbol sequence{s} is compressed by a probabilistic finite state
automaton (PFSA), wherej, k ∈ {1, 2, ..., r} are the states of thePFSA with the(r× r)
state transition matrixΠ = [πjk] that is obtained at slow-scale epochs (different classes
in this context). (Note:Π is a stochastic matrix, i.e., the transition probabilityπjk ≥ 0
and

∑
k πjk = 1). To compress the information further, the state probability vectorp =

[p1 · · · pr] that is the left eigenvector corresponding to the (unique) unity eigenvalue of the
irreducible stochastic matrixΠ is calculated. The vectorp is the extracted feature vector and
is a low-dimensional compression of the long time series data representing the dynamical
system at the slow-scale epoch.

For classification using SDF, the reference time series, belonging to a class denoted as
Cl1, is symbolized by one of the standard partitioning schemes (e.g., Uniform Partition-
ing (UP) or Maximum Entropy partitioning (MEP)) [15, 12, 13]. Then, using the steps
described earlier, a low-dimensional feature vectorpCl1 is constructed for the reference
slow-scale epoch. Similarly, from a time series belonging to a different class denoted as
Cl2, a feature vectorpCl2 is constructed using the same partitioning as inCl1. The next
step is to classify the data in the constructed low-dimensional feature space. In this re-
spect, there are many options for selecting classifiers thatcould either be parametric or
non-parametric. Among the parametric classifiers, one of the commonly used techniques
relies on the second-order statistics in the feature space,where the mean feature is calculated
for every class along with the variance of the feature space distribution in each class of the
training set. Then, a test feature vector is classified by using the Mahalnobis distance [38]
or the Bhattacharya distance [39] of the test vector from themean feature vector of each
class. However, these methods are not efficient for non-Gaussian distributions, where the
feature space distributions may not be adequately described by the second order statistics.
Consequently, a non-parametric classifier (e.g., k-NN classifier [40]) is potentially a better
choice. In this study, the k-NN classifier has been used because the Gaussian probability
distribution cannot be assured in the feature space. However, in general, any other suitable
classifier, such as the Support Vector Machines (SVM) or the Gaussian Mixture Models
(GMM) may also be used [40]. To classify the test data set, thetime series sets are con-
verted into feature vectors using the same partitioning that has been used to generate the
training features. Then, using the labeled training features, the test features are classified
by a k-NN classifier with suitable specifications (neighborhood size and distance metric).

Many optimization criteria have been reported in literature for feature extraction in
multi-class classification problems. However, none can be more fundamental than min-
imization of classification error. Although, there have been attempts to approximate the
classification error as the Bayes error using pairwise weighting functions for multi-class
problems [41], the Bayes error itself cannot be expressed analytically except a few special
cases. On the other hand, even if the Fisher criteria is not directly equivalent to classification
error, it is widely used as a feature extraction optimization criteria in literature. This cri-
teria involves maximization of the inter-class variance and minimization of the intra-class
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variance for the training data set. For a K-class (K > 2) classification problem, a general
K-class Fisher criterion may be used; alternatively, a sum of K(K−1)/2 number of 2-class
Fisher criteria may be used as well. This criterion is very useful for binary classification
problems, especially when the samples are distributed in a Gaussian manner in the feature
space. For multi-class problems [42], a criterion has been proposed based on the minimum
classification error (MCE) that is calculated by the misclassification rate over the training
samples. Formally, these two (fundamentally different) optimization criteria are known as
the (i) Filter method and (ii) Wrapper method. While a filter method uses information con-
tent feedback (e.g., Fisher criterion, and statistical dependence) as optimization criteria for
feature extraction, a wrapper method includes the classifier inside the optimization loop and
attempts to maximize the predictive accuracy (e.g., classification rate) using statistical re-
sampling or cross-validation [40]. In this methodology, the wrapper method is adopted (i.e.,
via minimization of the classification error on the trainingset) for optimization, primarily
because of the non-binary nature of the problem at hand and the possible non-Gaussian
distribution of training samples in the feature space.

In this context, ideally one should jointly minimize every element of the confusion ma-
trix [43]. However, in that case, the dimension of the objective space may rapidly increase
with an increase in the number of classes. To circumvent thissituation in the present work,
two costs are defined on the confusion matrix by using anotherweighting matrix, elements
of which denote the relative penalty values for different confusions in the classification pro-
cess. Formally, let there beCl1, · · · , Cln classes of labeled time-series data in the training
set. A partitioningB is employed to extract features from each sample and a k-NN classi-
fier K is used as a classifier. The confusion matrixC is obtained upon completion of the
classification process, where theijth elementcij of C denotes the frequency of data from
classCli being classified as data fromClj. LetW be the weighting matrix, where theijth

elementwij of W denotes the penalty incurred for classifying data fromCli as data from
classClj. (Note: Since there is no penalty for correct classification, the diagonal elements
of W are identically equal to0, i.e.,wii = 0 ∀ i.) With these specifications, two costs,
CostE andCostW , that are to be minimized are defined as follows.

The costCostE due to expected classification error is defined as:

CostE =
1

Ns


∑

i

∑

j

wijcij


 (48)

whereNs is the total number of training samples including all classes. The above equation
represents the total penalty for misclassification across all classes. ThusCostE is related to
the expected classification error. The weightswij are selected based on the prior knowledge
about the data and the user’s requirements.

It is implicitly assumed in many supervised learning algorithms that the training data
set is a statistically similar representation of the whole data set. However, this assumption
may not be accurate in practice. A solution to this problem isto choose a feature extractor
that minimizes the worst-case classification error [44]. Inthis setting, that costCostW due
to worst-case classification error is defined as:

CostW = max
i


 1

Ni

∑

j

wijcij


 (49)
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Figure 17. Fuzzy Cell Boundaries to obtainCostErobust andCostWrobust

whereNi is the number of training samples in the classCli. (Note: In the present formula-
tion, the objective space is two-dimensional for a multi-class classification problem and the
dimension is not a function of the number of classes.)

Sensitivity and Robustness

Cost minimization requires a choice of partitioning that could be sensitive to class separa-
tion in the data space. However, the enhanced sensitivity ofoptimal partitioning may cause
large classification errors due to noise and spurious disturbances in the data and statistical
variations among training and testing data sets. Hence, it is important to invoke robustness
properties into the optimal partitioning. In this study, robustness has been incorporated by
modifying the costsCostE andCostW , introduced above.

For one-dimensional time series data, a partitioning consisting of|Σ| cells is represented
by (|Σ|−1) points that serve as cell boundaries. In the sequel, aΣ-cell partitioningB is ex-
pressed asΛ|Σ| , {λ1, λ2, · · · , λ|Σ|−1}, whereλi denotes a partitioning boundary. Thus, a
Cost is dependent on the specific partitioningΛ|Σ| and is denoted byCost(Λ|Σ|). The key
idea of a robust cost for a partitioningΛ|Σ| is that it is expected to remain invariant under
small perturbations of the partitioning points,λ1, λ2, · · · , λ|Σ|−1 (i.e., fuzzy cell bound-
aries). To define a robust cost, a distribution of partitioning fΛ|Σ|

(·) is considered, where a

sample of the distribution is denoted asΛ̃|Σ| = {λ̃1, λ̃2, · · · , λ̃|Σ|−1} and λ̃i’s are chosen
from independent Gaussian distributions with meanλi and a uniform standard deviation
σλ; the choice ofσλ is discussed later.

The resulting cost distribution is denoted asfCost(Λ|Σ|)(·), andCostrobust is defined as
the cost value below which95% of the population of distributionfCost(Λ|Σ|)(·) remains and
is denoted as:

Costrobust = P95[fCost(Λ|Σ|)(·)] (50)

For the analysis to be presented here, it is assumed that sufficient samples are generated to
obtain a good estimate ofCostrobust as explained in Fig. 17, where the firm lines denote
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Figure 18. General Framework for Optimization of Feature Extraction

the boundaries that divide the range space into four cells, namelya, b, c andd. However, in
general, the cell boundaries are fuzzy in nature, which leads to a probabilisticCostrobust
instead of a deterministic cost based on the firm partitioning boundaries. Thus, a robust
cost due to expected classification error,CostErobust, and a robust cost due to worst-case
classification error,CostWrobust, are defined for a given partitioningΛ|Σ|.

Finally, a multi-objective overall costCostO is defined as a linear convex combination
of CostErobust andCostWrobust in terms a scalar parameterα ∈ [0, 1].

CostO , αCostErobust + (1− α)CostWrobust (51)

Ideally, the optimization procedure involves construction of the Pareto front [45] by min-
imizing CostO for different values ofα that can be freely chosen as the operating point.
However, for simplicityα is taken to be0.5 in this work, i.e., equal weight for the costs
CostErobust andCostWrobust. Thus, the optimalΣ-cell partitioningB∗ is the solution to
the following optimization problem:

B
∗ = argmin

B
CostO(B) (52)

Figure 18 depicts a general outline of the classification process. Labeled time series data
from the training set are partitioned. The low-dimensionalfeature vectors that are gener-
ated by symbolization andPFSA construction are fed to the classifier. After classification,
the training error costs, defined above, are computed and fedback to the feature extraction
block. In the classification aspect, the classifier may be tuned to the obtain better classifi-
cation rates. For example, for k-NN classifiers [40], the choice of neighborhood size or the
distance metric can be tuned. Similarly, for support vectormachines [40], an appropriate
hyperplane should be selected to achieve good classification. The key idea is to update the
partitioning to reduce the cost based on the feedback. The iteration is continued until the set
of optimal partitioning in a multi-objective scenario and the correspondingly tuned classi-
fier are obtained. Generally, choice of the optimal partitioning is made based on the choice
of operating pointα by the user. After the choice is made, the optimal partitioning and the
tuned classifier are used to classify the test data set. Although this is the general framework
that is being proposed for the optimization methodology, tuning of the classifier is not ad-
dressed in this chapter, because the main focus here is to choose the optimal partitioning to
minimize the cost related to classification errors.
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Optimization Procedure:A sequential search-based technique has been adopted in this
study for optimization of the partitioning, which was previously proposed in [46]. As the
continuity of the partitioning function with respect to therange space of classification error-
related costs may not exist or at least are not adequately analyzed, gradient-based optimiza-
tion methods are not explored here. To construct the search space, a suitably fine grid size
depending on the data characteristics needs to be assumed. Each of the grid boundaries de-
notes a possible position of a partitioning cell boundary, as illustrated in Fig. 17. Here, the
dotted lines denote the possible positions of a partitioning cell boundary and as discussed
before, for a chosen partitioning (denoted by firm lines), the partitioning boundaries are
perturbed to obtain aCostrobust.

Let the data space regionΩ be divided intoG grid cells for search, i.e., there are(G−1)
grid boundaries excluding the boundaries. Thus, there are|Σ|−1 partitioning boundaries to
choose among(G−1) possibilities, i.e., the number of elements (i.e.,(|Σ|−1)-dimensional
partitioning vectors) in the spaceP of all possible partitioning is:(G−1)C(|Σ|−1). It is clear
from this analysis that the partitioning spaceP may become significantly large with an
increase in values ofG and |Σ| (e.g., forG >> |Σ|, computational complexity increases
approximately by a factor ofG/|Σ| with increase in the value of|Σ| by one). Further-
more, for each element ofP, a sufficiently large number of perturbed samples need to be
collected in order to obtain theCostrobust. Therefore, usage of a direct search approach
becomes infeasible for evaluation of all possible partitioning. Hence, a sub-optimal solu-
tion is developed in this chapter to reduce the computational complexity of the optimization
problem.

The objective space consists of the scalar-valued costCostO, while decisions are made
in the spaceP of all possible partitionings. The overall cost is dependent on a specific
partitioningΛ and is denoted byCostO(Λ). This sub-optimal partitioning scheme involves
sequential estimation of the elements of the partitioningΛ.

The partitioning process is initiated by searching the optimal cell boundary to divide
the data set into two cells, i.e.,Λ2 = {λ1}, whereλ1 is evaluated as

λ∗1 = argmin
λ1

CostO(Λ2) (53)

Now, the two-cell optimal partitioning is given byΛ∗
2 = {λ∗1}.

Note that to obtainCostO (i.e., bothCostErobust andCostWrobust) for a given parti-
tioning, a suitableσλ needs to be chosen. Let the gap between two search grid boundaries
(i.e., two consecutive dotted lines in Fig. 17) belλ, andσλ is chosen aslλ/3 in this study.
The choice of such a standard deviation of the Gaussian perturbation is made for approxi-
mately complete coverage of the search space. Note that there could be an overlap of pertur-
bation regions between two consecutive search grid boundaries, which leads to a smoother
(that is essentially robust) cost variation across the domain space. In addition, depending
on the gaplλ and data characteristics, a suitable sample size is chosen to approximate the
cost distribution under the fuzzy cell boundary condition.

The next step is to partition the data into three cells asΛ3) by dividing either of the
two existing cells ofΛ∗

2 with the placement of a new partition boundary atλ2, whereλ2 is
evaluated as

λ∗2 = argmin
λ2

CostO(Λ3) (54)
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whereΛ3 = {λ∗1, λ2}. The optimal3-cell partitioning is obtained asΛ∗
3 = {λ∗1, λ∗2}. In

this (local) optimization procedure, the cell that provides the largest decrement inCostO
upon further segmentation ends up being partitioned. Iteratively, this procedure is extended
to obtain the|Σ| cell partitioning as follows.

λ∗|Σ|−1 = arg min
λ|Σ|−1

CostO(Λ|Σ|) (55)

whereΛ|Σ| = Λ∗
|Σ|−1 ∪ {λ|Σ|−1} and the optimal|Σ| cell partitioning is given byΛ∗

|Σ| =

Λ∗
|Σ|−1 ∪ {λ∗|Σ|−1}

In this optimization procedure, the cost function decreases monotonically with every
additional sequential operation, under the assumption of correct estimation ofCostErobust,
CostWrobust and hence,CostO under the fuzzy cell boundary condition. Formally,
CostO(Λ∗

|Σ|−1) ≥ CostO(Λ∗
|Σ|). as explained below.

Let Λ∗
|Σ|−1 be the (|Σ|-1)-cell partitioning that minimizesCostO, based on the algo-

rithm, Λ|Σ| = Λ∗
|Σ|−1 ∪ {λ|Σ|−1}). If λ|Σ|−1 is chosen such that it already belongs to

Λ∗
|Σ|−1, then there would be no change in the partitioning structure, i.e.,

CostO(Λ|Σ|) = CostO(Λ∗
|Σ|−1) for λ|Σ|−1 ∈ Λ∗

|Σ|−1 (56)

If λ|Σ|−1 ∈ Λ∗
|Σ|−1, then the partitioningΛ|Σ| is essentially treated as a(|Σ| − 1)-cell

partitioning for the purpose of cost calculation. By definition,

CostO(Λ∗
|Σ|) ≤ CostO(Λ|Σ|) ∀Λ|Σ| (57)

Then, it follows that,

min(CostO(Λ|Σ|−1)) ≥ min(CostO(Λ|Σ|)) (58)

Or,
CostO(Λ∗

|Σ|−1) ≥ CostO(Λ∗
|Σ|) (59)

The monotonicity in the cost function allows formulation ofa rule for termination of
the sequential optimization algorithm. The process of creating additional partitioning cells
is stopped if the cost decrease falls below a specified positive scalar thresholdηstop and the
stopping rule is as follows.

Λ∗
|Σ|−1 is the optimal partitioning (and|Σ| − 1 is the optimal Alphabet size) if

CostO(Λ∗
|Σ|−1)− CostO(Λ∗

|Σ|) ≤ ηstop. (60)

In contrast to the direct search of the entire space of partitioning, the computational com-
plexity of this approach increases linearly with|Σ|. This approach also allows the user to
have finer grid size for the partitioning search.

Validation Example 1: Fatigue Damage Classification- As described earlier, the process
of fatigue damage is broadly classified into two phases: crack initiation and crack propa-
gation. For validation purpose, the crack propagation stage is divided into four classes as
presented below.
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Class Crack Length
1 0.5 to 1.75 mm
2 1.75 to 3.5 mm
3 3.5 to 5.5 mm
4 more than 5.5 mm

As described earlier, the weighing matrixW is chosen based on the user’s requirement.
In the present case,W is defined from the perspective of risk involved in miss-classification.
For example, penalty is low when data in Class 1 (i.e., small crack length) is classified as
in classes for larger crack length; however, penalty is highfor the converse. For the results
presented in this chapter,W matrix is defined as follows.

W =




0 1 2 3
3 0 1 2
6 3 0 1
9 6 3 0




In the present work, a large volume of ultrasonic data has been collected for different
crack lengths on different specimens to demonstrate the efficiency of the present classifica-
tion scheme to account for the stochastic nature of materialproperties. The experimental
procedure has been discussed earlier. Classification results for the crack propagation phase
using the optimal partitioning along with results obtainedby using Maximum Entropy and
Uniform partitioning [12] are provided here. The classification process is started by wavelet
transformation of the time series data with suitable scalesand time shifts for a given basis
function. Each transformed signal is normalized with the maximum amplitude of trans-
formed signal obtained at the beginning of experiment, whenthere is no damage in the
specimen. The data are normalized to mitigate the effects ofvariability in the placement of
ultrasonic sensors during different experiments.

As described earlier, both training and test data sets are divided into four classes based
on crack length as all the ultrasonic signals are labeled with the corresponding crack lengths.
The sequential optimization of partitioning has been carried out on the training data set to
find optimal partitioning. The specifications of SDF and the classifier remain same as in
the first example. The optimal alphabet size is6 with stopping threshold valueηstop =
0.005. The confusion matrices for Optimal, Uniform and Maximum Entropy Partitioning
on the test data set are given byCOptP

test CUP
test andCMEP

test respectively. Table 2 shows the
comparison of classification performances using differentpartitioning processes.

C
OptP
test =




93 7 0 0
5 89 6 0
0 4 92 4
0 3 7 90




CUP
test =




94 5 1 0
15 74 11 0
0 9 85 6
1 5 11 83



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CMEP
test =




93 7 0 0
12 82 6 0
0 7 89 4
1 3 7 89




Table 2. Performance Comparison of Partitioning Schemes

Partitioning CostE CostW
OptP 0.255 0.5
UP 0.40333 0.68

MEP 0.31333 0.52

It is observed that both costsCostE andCostW are reduced for optimal partitioning
as compared to maximum entropy and uniform partitioning. Itis also evident from the
confusion matrix that optimal partitioning has improved the classification results. A close
observation of confusion matrix indicates that chances of higher damage level data samples
being classified as a lower level damage is reduced.

Validation Example 2: Fault detection in Nuclear power plants - Component-level
anomaly detection in nuclear power plants involves identification of the anomaly type and
location & quantification of the anomaly level. Although themodel configuration in the
IRIS test-bed can be easily extended to simultaneous anomalies in multiple components,
this work deals with a single component, namely, the reactorcoolant pump (RCP), where
the task is to detect an anomaly and identify its level for (possibly unknown) sensor noise
variance. The RCP overspeed percentage (ψRCP ) is chosen as a health parameter. Ta-
ble 3 shows the approximate ranges ofψRCP under different anomaly levels. Here, the low
anomaly level indicate very minimal overspeed in RCP and hence also includes the abso-
lute nominal health condition (ψRCP = 0). Similarly, depending on the standard deviation
of the noise in the hot-leg coolant temperature sensorTHL, three sensor noise levels are
selected. Table 4 shows the approximate ranges of the standard deviation of sensor noise
under different levels. The primary coolant RTDs in PWR plants are typically calibrated
to an accuracy of0.5◦F or better before installation [25]. In general, the level 1 noise is
defined to be within the accuracy threshold of RTDs, while level 2 and 3 noise are beyond
this accuracy threshold and hence are measurable by RTDs.

In the above context,(3 × 3) = 9 classes of data sets are chosen to define each class
by an RCP anomaly level and a noise level of theTHL sensor. One hundred simulation
runs are performed on the IRIS system for each class to generate time series data, among
which 50 samples were chosen for training and the remaining samples for testing. The

Table 3. Anomaly Levels in Reactor Coolant Pump (RCP)

Anomaly Level RCP OverspeedψRCP (%)
Low 0.00 to 0.30

Medium 0.30 to 0.60
High 0.60 to 0.90
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Figure 19. Original class labels for data collection

parameters, RCP overspeed percentageψRCP and standard deviation ofTHL are chosen
randomly from independent uniform distribution such that all of the parameter values are
within the prescribed ranges given in Tables 3 and 4. Figure 19 plots the generated samples
in the two-dimensional parameter space, where different classes of samples are shown in
different colors and are marked within the class number. Note that the standard deviation
(σTHL

) in Fig. 19 shows values of actual standard deviation, not aspercents.
Often component degradations in nuclear plants occur on a slow-time scale, i.e., the

anomaly gradually evolves over a relatively long time span.Sudden failures in plant com-
ponents are disastrous and may occur only if a component accumulates sufficient amount
of anomaly over a prolonged period and reaches the critical point, which justify early de-
tection of an anomaly for enhancement of plant operational safety. However, component
anomaly at the early stages of a malfunction is usually very small and is difficult to detect,
especially under steady-state operations. One way to “amplify” the anomaly signature is to
perturb the plant by (quasi-)periodically perturbing the turbine load such that the plant is in
a transient state for a period that is sufficiently long for anomaly detection and insignificant
from the perspectives of plant operation.

For each sample point in the parameter space, a time series iscollected forTHL sensor
under persistent excitation of turbine load inputs that have truncated triangular profiles with
the mean value of 99% of nominal output power, fluctuations within ±1% and frequency
of 0.00125Hz (periodT = 800 sec). In other words, the turbine load is fluctuating between
nominal power (i.e., 335 MW) and 98% of nominal power (i.e., 328.3 MW). Figure 21
shows the profile of turbine load and a typical example of turbine output power as a result
of fluctuation in turbine load.

For each experiment, the sampling frequency for data collection is 1 Hz (i.e., the inter-

Table 4. Variable Noise Levels in the the SensorTHL
Noise Level Standard Deviation RangeσTHL

(◦F )
Level 1 0.005 to 0.025
Level 2 0.025 to 0.045
Level 3 0.045 to 0.065
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Figure 20. Representative time series data for RCP anomaly and THL degradation condi-
tions
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Figure 21. Profile of turbine load and turbine output response

sample time of 1 sec) and the length of the perturbation time window is 2,400 seconds,
which generate 2,400 data points. The total perturbation period for each experiment is 3,000
seconds. In this study, to eliminate the possible transients, the data for the first 600 seconds
have not been used so that quasi-stationarirty is achieved.Figure 20 shows representative
examples ofTHL time series data from each of nine classes. Reduction of the perturbation
period needs to be investigated for in-plant operations, which is a topic of future research.

With the objective of building a data-driven diagnostic algorithm that is robust to sen-
sor noise (within an allowable range), a data class is definedto be only dependent on
the RCP overspeed parameters. Thus, the 9 original classes are reduced to 3 classes as
shown in Fig. 22. This is the final class assignment for the data set, where each class has
(50 × 3) = 150 training samples and(50 × 3) = 150 test samples. Thus, the problem of
component level anomaly detection is formulated in presence of sensor noise as a multi-
class classification problem; in the present scenario, number of classes is 3.

Pertinent results are presented here for the case study of anomaly detection in the reactor
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Figure 23. Two dimensional objective space for partitioning optimization

coolant pump (RCP) for comparative evaluation of the optimal partitioning-based SDF tool
with those based on classical methods of partitioning as well as PCA.

At the beginning of the optimization procedure, a weightingmatrix W needs to be
defined to calculate the cost functionalsCostE andCostW from the confusion matrix for
the training data set. In this case study,W is defined according to the adjacency properties
of classes in the parameter space, i.e.,wii = 0 ∀i ∈ {1, 2, 3}, i.e. there is no penalty for
correct classification. The weights are selected as:wij = |i− j|, ∀i ∈ {1, 2, 3}, i.e., given
that a data sample originally fromCli is classified as a member ofClj , the penalty incurred
by the classification process increases with increase in theseparation ofCli andClj in the
parameter space. Then, it follows that:

W =




0 1 2
1 0 1
2 1 0




The data space regionΩ is divided into40 grid cells, i.e.,39 grid boundaries excluding
the boundaries ofΩ. Each partitioning in the spaceP is evaluated by calculatingCostE
andCostW to identify the optimal partitioning. Figure 23 shows a relevant region of the
(two-dimensional)CostE-CostW objective space, where the elements of the spaceP are
located. The Pareto front is also generated from this evaluation. The thresholdǫ, i.e., the



Data-enabled Health Management of Complex Industrial Systems 41

0 0.2 0.4 0.6 0.8 0

0.5

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Figure 24. Feature space of the training set using optimal partitioning

maximum allowableCostW is taken to be0.041 in this case and the optimal partitioning
(OptP) is chosen by the Neyman-Pearson criterion as discussed earlier. Thus, the user has
the option of choosing a classification operating point withselected values ofCostE and
CostW . The Pareto front [47] is generated after the thresholdǫ is chosen. Locations of
the classical partitioning (i.e., uniform (UP) and maximumentropy (MEP)) are also plotted
along with the elements ofP in the figures for comparative evaluation.

For SDF analysis, the alphabet size is taken to be|Σ| = 4 and the depth for constructing
PFSA is taken to beD = 1. Features are classified by ak-NN classifier using the Euclidean
distance metric. Figure 24 shows locations of the training features in the three-dimensional
plot using first three linearly independent elements of the feature vectors obtained by using
the chosen optimal partitioning, OptP. Note, only(|Σ|−1) out of its|Σ| elements of a feature
vector are linearly independent, because a training feature vector,p is also a probability
vector, i.e., the sum of its elements is constrained to be equal to 1. The class separability
is retained by the feature extraction (partitioning) process even after compressing a time
series (with 2,400 data points) into 3 numbers.

For comparison purpose, classical partitioning schemes, such as, Uniform Partitioning
(UP) and Maximum Entropy Partitioning (MEP) are also used with the same alphabet size,
|Σ| = 4. Figures 25 and 26 show the location of each training time series in the three
dimensional (using first three linearly independent elements of the feature vectors) feature
space plot using UP and MEP, respectively.

Finally, the confusion matrices for the SDF-based methods (OptP, UP and MEP) with
k-NN on the test data set are given byCOptP+kNN

test , CUP+kNN
test andCMEP+kNN

test , respec-
tively.

C
OptP+kNN
test =




142 8 0
14 136 0
0 4 146




CUP+kNN
test =




145 5 0
17 132 1
0 6 144



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Figure 26. Feature space of training set – maximum entropy partitioning (MEP)

CMEP+kNN
test =




143 7 0
18 132 0
0 5 145




For comparative evaluation, the data sets are analyzed using other common pattern
recognition tools [4][40]. In this case study, principal component analysis (PCA) is used
as the feature extraction tool, whilek-NN, linear discriminant analysis (LDA) and least
squares algorithm (LS) are used as the pattern classifiers. For PCA anomaly detection,
M = 450, N = 2400, and by choosingη = 0.90, the corresponding number of largest
eigenvalues turns out to bem = 20. The confusion matrices for PCA withk-NN, LDA and
LS are given byCPCA+kNN

test , CPCA+LDA
test andCPCA+LS

test , respectively.

CPCA+kNN
test =




149 1 0
40 110 0
0 4 146




CPCA+LDA
test =




136 14 0
18 126 6
0 3 147



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Figure 27. Classification error vs. neighbor size ink-NN classifiers

CPCA+LS
test =




145 5 0
27 115 8
0 0 150




Figure 27 shows how the neighbor size in thek-NN classifiers affect the classification
performance, and the performances of Opt, MEP, UP and PCA with different neighbor size
k are compared. Only odd values of neighbor size are shown because when using an even
value for k, it might be necessary to break a tie in the number of nearest neighbors by
selecting a random tiebreaker or using the nearest neighboramong the tied groups. It is
seen in Fig. 27 the classification performance of SDF-based methods is consistently better
than that of PCA-based method and almost independent of the neighbor size, whereas the
classification error of PCA increases with the number of neighbor size. This results show
that the feature vectors extracted by SDF retain better separability among classes than those
extracted by PCA.

Table 5. Comparison of Classification Performances of Different Methods on Test-data set
(50 × 9 samples)

Methods CostE CostW Classification Error %
OptP+kNN 0.0578 0.0933 5.78
UP+kNN 0.0644 0.1200 6.44

MEP+kNN 0.0667 0.1200 6.67
PCA+kNN 0.1000 0.2667 10.00
PCA+LDA 0.0911 0.1200 9.11
PCA+LS 0.0889 0.1800 8.89

Table 5 presents the comparison of the classification error related costs for SDF-based
methods and PCA-based methods on the test data set. The observation made from these
results indicate that the classification performance of SDF-based methods are superior to
that of the PCA-based methods. The classification performance of MEP and UP are close,
and UP performs slightly better in this case study. The costsdue to worst-case classifi-
cation error and expected classification error are reduced compared to that of the uniform
partitioning scheme by optimizing the partitioning process over a representative training
set.
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It is noted that, for some problems, the classical partitioning schemes may perform
similar to the optimal one. Therefore, the optimization procedure may also be used to
evaluate the capability of any partitioning scheme towardsachieving a better classification
rate. The evaluation can be performed by using a part of the labeled training data set as the
validation set. Although the construction of the cost functions allow solutions of problems
with a large number of classes, its upper limit could be constrained by the alphabet size
used for data partitioning which determines the dimension of the feature space.

4. Symbolic Dynamic Analysis of Short-length Transient Time-
series Motifs

Many classification algorithms are not well-suited for applications to nonlinear dynami-
cal systems [48][49][50]. This phenomenon has led to departure from the conventional
continuous-domain modeling towards a formal language-theoretic paradigm in the sym-
bolic domain [51]. The theory of symbolic dynamic filtering (SDF) has been developed as
a tool for anomaly detection [15][12] and also for feature extraction [52] in pattern classifi-
cation problems [1].

A symbol string is obtained from the output of the dynamical system by partitioning
(also called quantization) of the time-series data. Thereafter, a probabilistic finite state
automaton (PFSA) is constructed from the (finite-length) symbol sequence via one of the
construction algorithms (e.g., [15], [53], and [54]). Due to the quasi-stationarity assumption
in SDF, it may not be feasible to obtain sufficiently long strings of symbols in both training
and testing phases of classification. Therefore, the estimated parameters of the resulting
PFSA model may not be precise.

The goal of this section is to identify the hidden structure of the symbol string and to
construct a Bayesian classifier for identification of the probability morph matrices of PFSA
based on the data length in both training and testing phases of transient time-series motifs.
In this context, Dirichlet and multinomial distributions have been used to construct thea
priori anda posteriorimodels of uncertainties, respectively. The algorithms areformulated
by quantitatively incorporating the effects of finite-length symbol strings in both training
and testing phases of pattern classification. In this setting, pertinent information (e.g., prob-
ability morph matrix and state transition function) derived from a PFSA model serves as a
feature vector even though the PFSA representations may have dissimilar structures. The
Proposed algorithm is validated on an industrial application which is as follows: Transient
Fault Detection in Aircraft Gas Turbine Engine.

4.1. Theory

A symbol string is obtained from the output of system under consideration by partition-
ing, also called quantization, of the time-series data. Thereafter, a probabilistic finite state
automaton (PFSA) model is developed from the (finite-length) symbol sequence [15] as
explained in the subsection 1.1.. This section constructs aBayesian classifier for iden-
tification of the probability morph matrices of PFSA based onthe transient data in both
training and testing phases. The Dirichlet and multinomialdistributions have been used to
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construct thea priori anda posteriorimodels of uncertainties, respectively. This formula-
tion quantitatively incorporates the effects of finite-length symbol strings in both training
and testing phases of pattern classification.

4.1.1. Partitioning of time series data

The sensor time series is encoded by data partitioning in therange of the signal [55][12],
where the conversion to symbol strings is achieved by substituting each (real-valued) data
point in the time series by a symbol corresponding to the region (i.e., interval) within which
the data point lies. This step enables transformation of thesensory information from the
continuous domain to the symbolic domain; in other words, the sensor data at each sam-
pling instant is replaced by a symbol. Sarkar et al. [55][56]have reported details of data
partitioning and its usage for fault detection in gas turbine engines.

4.1.2. Modeling via Probabilistic Finite State Automaton

The symbolic sequence is modeled as a probabilistic finite state automaton (PFSA) that is
constructed as a tupleG , (Q,Σ, δ,Π), where the alphabetΣ is a nonempty finite set of
symbols and the set of statesQ is constrained to be nonempty and finite. To simplify the
PFSA model construction, this section considers only a class of PFSA, known as D-Markov
machines [15], where the states are strings of theD past symbols; the positive integerD is
called the depth of the machine and the number of states|Q| ≤ |Σ|D. Given the previous
state and an observed symbol, the state transition functionδ : Q × Σ → Q yields the
new state. In addition, the morph functionπ : Q × Σ → [0, 1] is an output mapping that
satisfies the condition:

∑
σ∈Σ π(q, σ) = 1 for all q ∈ Q. The morph functionπ has a

matrix representationΠ, called the (probability) morph matrix of dimension(|Q| × |Σ|).
Each row sum ofΠ is equal to1 and each matrix elementΠij is strictly positive due to the
finite length constraint of time series from which PFSA models are constructed [57].

Remark 4..1. The PFSAG , (Q,Σ, δ,Π) is not dependent on the initial stateq0 ∈ Q due
to the assumption of quasi-stationarity of the observed sensor data.

4.1.3. The Online Classification Problem

Let there beK symbolic systems (i.e., classes) of interest, denoted byC1, C2, . . . , CK , over
the same alphabetΣ. Each classCi is modeled by an ergodic (equivalently, irreducible)
PFSAGi = (Qi,Σ, δi,Πi), wherei = 1, 2 . . . ,K.

During the training phase, a symbol stringSi , si1s
i
2 . . . s

i
Ni

is generated from each
classCi. The state transition functionδ and the set of statesQ of the D-Markov machine
are fixed by choosing an appropriate depthD. Thus,Πi’s become the only unknowns and
could be selected as the feature vectors for the purpose of classification. The distribution
of the morph matrixΠi is computed in the training phase from the finite length symbol
sequences for each class.

In the testing phase, let another symbol stringS̃ be obtained from a sensor time series
data. Then, the task is to determine which class this observed symbol stringS̃ belongs
to. While the previous work [15][12] has aimed at identification of a PFSA from a given
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symbol string, the objective of this section is to imbed the uncertainties due to the finite
length of the symbol string in the identification algorithm that would influence the final
classification decision.

In the training phase, each row ofΠi is treated as a random vector. Let themth row of
Πi be denoted asΠim and thenth element of themth row asΠimn > 0 and

∑|Σ|
n=1Π

i
mn = 1.

Thea priori probability density functionfΠi
m|Si of the random row-vectorΠim, conditioned

on a symbol stringSi, follows the Dirichlet distribution [58] [59] as describedbelow.

fΠi
m|Si(θim|Si) =

1

B(αi
m)

|Σ|∏

n=1

(θimn)
αi
mn−1 (61)

whereθim is a realization of the random vectorΠim, namely,

θ
i
m =

[
θim1 θim2 . . . θi

m|Σ|

]

and the normalizing constant is

B(αi
m) ,

∏|Σ|
n=1 Γ

(
αimn)

Γ(
∑|Σ|

n=1 α
i
mn

) (62)

whereαi
m ,

[
αim1α

i
m2 · · ·αim|Σ|

]
with αimn = N i

mn + 1 andN i
mn is the number of times

the symbolσn in Si is emanated from the stateqm, i.e.,

N i
mn ,

∣∣{(sik, vik) : sik = σn, v
i
k = qm}

∣∣ (63)

wheresik is the kth symbol inSi and vik is the kth state as derived from the symbolic
sequenceSi. Recall that a state is defined as a string ofD past symbols. Then, the number
of occurrence of the stateqm in the state sequence is given byN i

m ,
∑|Σ|

n=1N
i
mn. It follows

from Eq. (62) that

B(αi
m) =

∏|Σ|
n=1 Γ(N

i
mn + 1)

Γ(
∑|Σ|

n=1N
i
mn + |Σ|)

=

∏|Σ|
n=1(N

i
mn)!

(N i
m + |Σ| − 1)!

(64)

by use of the relationΓ(n) = (n− 1)! ∀n ∈ N1.
By the Markov property of the PFSAGi, the (1 × |Σ|) row-vectors,{Πim},m =

1, . . . |Q|, are statistically independent of each other. Therefore, it follows from Eqs. (61)
and (64) that thea priori joint densityfΠi|Si of the probability morph matrixΠi, condi-
tioned on the symbol stringSi, is given as

fΠi|Si(θi|Si) =
|Q|∏

m=1

fΠi
m|Si

(
θ
i
m|Si

)

=

|Q|∏

m=1

(
N i
m + |Σ| − 1

)
!

|Σ|∏

n=1

(θim)
N i

mn

(N i
mn)!

(65)
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whereθi =
[
(θi1)

T (θi2)
T · · · (θi|q|)T

]
∈ [0, 1]|Q|×|Σ|

In the testing phase, the probability of observing a symbol string S̃ belonging to a par-
ticular class of PFSA(Q,Σ, δ,Πi) is a product of independent multinomial distribution [60]
given that the exact morph matrixΠi is known.

Pr
(
S̃|Q, δ,Πi

)

=

|Q|∏

m=1

(Ñm)!

|Σ|∏

n=1

(
Πimn

)Ñmn

(Ñmn)!
(66)

, Pr
(
S̃|Πi

)
asQ andδ are kept invariant (67)

Similar toN i
mn defined earlier forSi, Ñmn is the number of times the symbolσn is

emanated from the stateqm ∈ Q in the symbol string̃S in the testing phase, i.e.,

Ñmn ,
∣∣{(s̃k, ṽk) : s̃k = σn, ṽk = qm}

∣∣ (68)

wheres̃k is thekth symbol in the string̃S andṽk is thekth state derived from̃S. It is noted
thatÑm ,

∑|Σ|
n=1 Ñmn.

The results, derived in the training and testing phases, arenow combined. Given a
symbol stringSi in the training phase, the probability of observing a symbolstringS̃ in the
testing phase is obtained as follows.

Pr(S̃|Si) =
∫
· · ·

∫
Pr

(
S̃|Πi = θ

i
)
f iΠi|Si(θ

i|Si)dθi

=
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· · ·
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
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

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
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)
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(θimn)
N i

mn

(N i
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dθimn


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(
N i
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)
!

×
∫
· · ·

∫ ∏|Σ|
n=1(θ

i
mn)

Ñmn+N i
mndθimn∏|Σ|

n=1(Ñmn)!(N i
mn)!

(69)

The integrand in Eq. (69) is the density function for the Dirichlet distribution up to the
multiplication of a constant. Hence, it follows from Eq. (64) that

∫
· · ·

∫ |Σ|∏

n=1

(θimn)
Ñmn+N i

mn d(θimn)

=

∏|Σ|
n=1(Ñmn +N i

mn)!(
Ñm +N i

m + |Σ| − 1
)
!
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Then, it follows from Eq. (69) that

Pr(S̃|Si) =
|Q|∏

m=1

(Ñm)!
(
N i
m + |Σ| − 1

)
!(

Ñm +N i
m + |Σ| − 1

)
!

×
|Σ|∏

n=1

(Ñmn +N i
mn)!

(Ñmn)!(N i
mn)!

(70)

It might be easier to compute the logarithm ofPr(S̃|Si) by using Stirling’s approxima-
tion formulalog(n!) ≈ n log(n) − n [2] because bothN i andÑ would be large numbers.
The posterior probability of a symbol stringS belonging to the classCi is denoted as
Pr(Ci|S̃) and is given as

Pr(Ci|S̃) =
Pr(S̃|Si) Pr(Ci)∑K
j=1 Pr(S̃|Sj) Pr(Cj)

, i = 1, 2, · · · ,K (71)

wherePr(Ci) is the known prior distribution of the classCi. Then, the classification deci-
sion is made as follows.

Dclass = argmax
i

Pr(Ci|S̃)

= argmax
i

(
Pr(S̃|Si) Pr(Ci)

)
(72)

Algorithms 1 and 2 respectively summarize the training and testing phases for classifi-
cation of time-series data.

Algorithm 1 Training
Input: Time-series data, one for each of theK classes
User defined Input: Symbol alphabetΣ, depthD of PFSA

the symbols are definedσ1, σ2, ..., σ|Σ| and states are
defined asq1, q2, ..., q|Σ|D

Output: N i
mn, wherei = 1, ...,K, n = 1, ..., |Σ|
andm = 1, ..., |Σ|D

Initialize: All N i
mn = 0.

for all i ∈ {1, 2, ...,K} do
Symbolize time-series data for classi to obtain a symbol

sequenceSi

ObtainN i
mn, the number of times the symbolσn in Si

is observed immediately after the stateqm
end for
return N i

mn, wherei = 1, ...,K, n = 1, ..., |Σ|
andm = 1, ..., |Σ|D

The concept of the online classifier can be clarified using a simple example [61] as
follows. Figure 28 shows two single-state PFSA with the alphabetΣ = {1, 2, 3}, which
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Algorithm 2 Testing

Input: Test time-series data, and output of trainingN i
mn

User defined Input: Prior probability of each classPr(Ci),
symbol alphabetΣ, and depthD of PFSA,
the symbols are defined asσ1, σ2, ..., σ|Σ|, and states are
defined asq1, q2, ..., q|Σ|D

Output: Posterior probability of each class.
Initialize: All Ñ i

mn = 0.
Symbolize test time-series data to obtain a symbol

sequencẽSi

ObtainÑ i
mn, the number of times the symbolσn in S̃

is observed immediately after the stateqm is reached
for all i ∈ {1, 2, ...,K} do

Evaluate Pr(̃S|Si) using Eq. (70)
end for
for all i ∈ 1, 2, ...,K do

Evaluate Pr(Ci|S̃) using Eq. (71)
end for
return Pr(Ci|S̃), i ∈ {1, 2, ...,K}

have identical algebraic structures, but they differ in their morph probabilities; these PFSA
belong to the respective classes,C1 andC2. Since both PSFA have only one state, each
symbol in a string is independent and identically distributed. Given an observed symbol
string S̃, the task is to identify one of the two classes to whichS̃ belongs, i.e., to select
one of the two PFSA that would more likely generate the symbolstring S̃. In this example,
two training symbol stringsS1 andS2 are chosen, one from each class. In the testing
phase, the quantities̃N1

01, Ñ1
02, Ñ1

03 are obtained following Eq. (68), which are essentially
the frequency counts of the symbols 1, 2, and 3, respectively. Let η1, η2, andη3 be the

normalized frequency counts obtained byηk ,
Ñ1

0k

Ñ1
01
+Ñ1

02
+Ñ1

03

, k = 1, 2, 3. Two classes

are generated on the simplex plane in Fig. 29 that shows how the classification boundary
changes as the length of a symbol string in the testing phase is increased.

4.2. Transient Fault Detection in Aircraft Gas Turbine Engine

Performance monitoring of aircraft gas turbine engines is typically conducted on quasi-
stationary steady-state data collected during cruise conditions. This issue has been ad-
dressed by several researchers by using a variety of analytical tools. For example, Lipowsky
et al. [62] made use of Bayesian forecasting for change detection and performance analysis
of gas turbine engines. Guruprakash and Ganguli [63] reported optimally weighted recur-
sive median filtering for gas turbine diagnostics from noisysignals. However, transient
operational data (e.g., from takeoff, climb, or landing) can be gainfully utilized for early
detection of incipient faults. Usually engines operate under much higher stress and temper-
ature conditions under transient operations compared to those under steady-state conditions.
Signatures of certain incipient engine faults (e.g., bearing faults, controller miss-scheduling,
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Figure 28. Two one-state PFSA with different morph probabilities
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Figure 29. Both subfigures (a) and (b) show the classificationboundaries for the two classes
C1 (in light shade) andC2 (in dark shade) for different lengths of testing stringS̃. The
training stringsS1 andS2 for classesC1 andC2 are obtained from the two machines and
have lengths 30 and 80, respectively.

and starter system faults) tend to magnify during the transient conditions [64], and appro-
priate usage of transient data could enhance the probability of fault detection [65]. Along
this line, several model-based and data-driven fault diagnosis methods have been proposed
by making use of transient data. For example, Wang et al. [66]developed a neural network-
based fault diagnosis method for automotive transient operations, and Surendar and Gan-
guli [67] used an adaptive Myriad filter to improve the quality of transient operations for
gas turbine engines. However, model-based diagnostics maysuffer from inaccuracy and
loss of robustness due to low reliability of the transient models. This problem is partially
circumvented through usage of data-driven diagnostics; for example, Menon et al. [68] used
hidden Markov models (HMMs) for transient analysis of gas turbine engines.

A recently developed data-driven technique, called the symbolic dynamic filtering
(SDF) [15], has been shown to yield superior performance in terms of early detection of
anomalies and robustness to measurement noise in comparison to other techniques such as
Principal Component Analysis (PCA), Neural Networks (NN) and Bayesian techniques [6].
Recently, in a two-part paper [69][70], an SDF-based algorithm for detection and isolation
of engine subsystem faults (specifically, faults that causeefficiency degradation in engine
components) has been reported and an extension of that work to estimate simultaneously
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occurring multiple component-level faults has been presented in [56]. Furthermore, an
optimized feature extraction technique has been developedunder the same semantic frame-
work in [55]. However, all of the above studies were conducted on steady-state cruise
flight data that conform with the assumption of quasi-stationarity made in SDF. Due to this
assumption, SDF may not be able to adequately handle transient data that are usually of
limited length. To handle this limitation the above mentioned algorithm is applied using the
Transient Test-case Generator[71] of the Commercial Modular Aero Propulsion System
Simulation (C-MAPSS) test bed, developed by NASA to detect transient fault.

4.2.1. Fault Injection in C-MAPSS Test Bed

A stochastic damage model has been developed and incorporated in the C-MAPSSTran-
sient Test-case Generator[71] (developed by NASA), based on the experimental data for
trending the natural deterioration of the engine components as explained in section 2.. Al-
though injection of faults is described in the transient test-case generator code [71], it is
explained in this section for completeness. For all five rotating components, faults exhibit
random magnitudes (Fm), and a random health parameter ratio (HPR). While Fm and
HPR directly determines the change in efficiency health parameterψ(C) of a component
C, a change in the flow health parameterζC is determined byHPR for a given perturbation
in ψC . Formally, the following two relations are used.

δψC
= − Fm√

1 +HPR2
and δζC = δψC

·HPR (73)

whereδψC
andδζC denote the changes inψC andζC respectively.

In the case study, fault magnitude (Fm) follows a random uniform distribution ranging
from 1 to 7. Health parameter ratios (HPR) for Fan, LPC, and HPC are uniformly dis-
tributed between 1.0 and 2.0, whereasHPR s for HPT and LPT are uniformly distributed
between 0.5 to 1.0. The changes in health parameters occur from certain base values ofψC
andζC .

4.3. Performance of Transient Fault Classifier

This section presents the simulation results of symbolic analysis of transient time series and
incipient fault detection on the C-MAPSS test bed. The goal here is to demonstrate how
the binary faults (i.e.,K = 2 in Algorithms 1 and 2) are detected and identified at an early
stage in time-critical operations like engine health management. To establish the relation-
ship between detection time and detection accuracy, numerous simulation experiments have
been performed during the “takeoff” operation, where the Mach number is varied from0
to 0.24 in 60 seconds keeping the altitude at zero (i.e., sea level) and TRA at 80%. Faulty
operations in three different components, Fan, LPC and HPT,are simulated along with the
ideal engine condition. The HPT exit temperature (T48) sensor (that captures the above
failure signatures in the gas path) is chosen to provide the transient response. The rationale
behind choosing theT48 sensor is attributed to the following physical facts: (i)T48 is placed
between HPT and LPT, and (ii) LPT is mechanically connected to the Fan and LPC via the
outer shaft. The sampling frequency of theT48 sensor data is66.7 Hz. For the purpose of
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training, the duration for each simulation run is chosen to be 60 sec (i.e., a time series of
length∼ 4000) and the transient data set for each fault class is constructed by concatenating
50 such blocks of time series data that were individually generated on the simulation test
bed under similar transient operating conditions. It is noted that these blocks of data are
statistically similar but they are not identical.

The next step is to partition the data sets to generate respective symbol strings. The
range of the time series is partitioned into5 intervals (i.e., the alphabet size|Σ| = 5), where
each segment of the partitioning corresponds to a distinct symbol in the alphabetΣ. The
training phase commences after the symbol strings are obtained for each of the four classes,
i.e., one nominal and three faulty conditions. In this application, it suffices to choose the
depthD = 1 [15], which implies that the probability of generation of a future symbol
depends only on the last symbol, and hence the set of states isisomorphic to the symbol
alphabet (i.e.,Q ≡ Σ). For each classCi, the parametersN i

mn are obtained by counting the
number of times the symbolσn is emitted from stateqm.

The testing phase starts with a new time series from one of theclasses, where the symbol
sequence is generated by using the same alphabet and partitioning as in the training phase.
Following Eq. (71), the posterior probability of each classis calculated as a function of
the length of the testing data set. Figure 30 shows the posterior probability of each class
as a function of the length of the observed test data. It is seen that the observed sequence
is correctly identified to belong to the class of LPC faults asthe posterior probability of
the corresponding class approaches one, while it approaches zero for each of the remaining
classes (i.e., the other two component faults and nominal condition). By repeating the same
classification technique on50 new test runs of LPC fault, it is observed that a data length of
500 is sufficient to detect the fault with a reasonable confidence. For other two component
faults, the posterior probability for the correct fault class approaches unity within the data
length of 50, as seen in Fig. 31. The rationale is that the fault signatures for fan and HPT
in T48 response are dominant, even if they are incipient.

In a hierarchical fault detection and isolation strategy, at a low resolution level, the goal
is to identify the faulty component (e.g., Fan, LPC or HPT). Once the fault is located, the
next step is to quantify the severity of the located fault. The symbolic transient fault detec-
tion technique can be extended to classify different levelsof fault in single components of a
gas turbine engine. For verification, samples of nominal data are injected with a low-level
fan fault, where the fault magnitude (Fm) follows a random uniform distribution ranging
from 1 to 3. The remaining samples of nominal data are injected with a high-level fan fault
of magnitude (Fm) within the range of5 to 7. In this case, the alphabet size is chosen to be
|Σ| = 6 to obtain better class separability. Figure 31 shows that the posterior probability for
a high fan fault saturates to the value of1 within a data length of70, which is equivalent to
∼ 1 sec. (Note: The oscillations in posterior probabilities inFig. 31 are due to randomness
of the estimated parameters for data lengths smaller than50. But when the test case is a
low-fan fault (see Fig. 32), the posterior probability of a high-level fan fault remains dom-
inant until the data length reaches∼ 400. This would result in a false classification as the
posterior probability for the true class reaches1 monotonically at around the data length of
1000 at, about15 seconds, as seen in Fig. 32. This result agrees well with the intuition that
the detection time increases with smaller the fault levels.

To examine the performance of symbolic transient fault detection, a family of receiver
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Figure 30. Detection in a multi-fault framework (Ground truth: a faulty LPC)

operating characteristics (ROC) is constructed for different lengths of test data. A binary
classification scenario is constructed, which consists of two classes: the nominal engine
condition belonging to the classC1, and a faulty fan condition belonging to the classC2.
The training data length is the same as described in the previous simulation runs. The
general classification rule [72] in a symbol stringS̃ is given by

Pr(S̃|C1)

Pr(S̃|C2)

C1

≷
C2

λ (74)

where the threshold parameterλ is varied to generate the ROC curves. For the binary
classification problem at hand, an ROC curve provides the trade-off between the probability
of detectionPD = Pr{decideC2|C2 is true} and the probability of false alarmsPF =
Pr{decideC2|C1 is true}. Figure 33 exhibits a family of ROC curves for the proposed
fault detection technique with varying lengths of test data. For each ROC curve,λ is varied
between0.01 and2 with steps of 0.01. It is observed that the ROC curves yield improved
performance (i.e., movement toward the top left corner) progressively as the test data length
is increased fromNtest = 20 toNtest = 200. Thus, based on a family of such ROC curves,
a good combination ofPD andNtest is obtained for a givenPF .



54 Soumik Sarkar, Soumalya Sarkar and Asok Ray

0 50 100 150 200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Data Length

P
os

te
rio

r 
pr

ob
ab

ili
ty

 

 

Low fan fault 
Nominal condition
High fan fault

Figure 31. High-level fan fault detection (Ground truth: A high-level fan fault)

5. Semantic Framework for Multi-sensor Data Interpretation
and Fusion

Sensor fusion has been one of the focused topics in the data analysis of distributed physical
processes, where the individual sensory information is often used to reveal the underlying
process dynamics and to identify potential changes therein. Distributed physical processes
are usually equipped with multiple sensors having (possibly) different modalities over a
sensor network to accommodate both model-based and data-driven diagnostics & control.
The ensemble of distributed and heterogeneous informationneeds to be fused to generate
accurate inferences about the states of critical systems inreal time. Various sensor fusion
methods have been reported in the literature to address the fault detection & classification
problems; examples are linear and nonlinear filtering, adaptive model reference methodolo-
gies and neural network-based estimation schemes.

Researchers have used multi-layer perception [73] and radial basis function [74] con-
figurations of neural networks for detection & classification of plant component, sensor
and actuator faults [75]. Similarly, principal component analysis [76] and kernel regression
[77] techniques have been proposed for data-driven patternclassification. These approaches
address nonlinear dynamics as well as scaling and data alignment issues. However, the ef-
fectiveness of data-driven techniques may often degrade rapidly for extrapolation of non-
stationary data in the presence of multiplicative noise. Some of the above difficulties can
be alleviated to a certain extent by simplifying approximations along with a combination of
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Figure 32. Low-level fan fault detection (Ground truth: A low-level fan fault)

model-based and data-driven analysis as discussed below.
Robust filtering techniques have been developed to generatereliable estimations from

sensor signals, because sensor time series data are always noise-contaminated to some ex-
tent [78][79]. Recent literature has also reported Monte Carlo Markov chain (MCMC)
techniques (e.g., particle filtering [80] and sigma point techniques [81]) that yield numeri-
cal solutions to Bayesian state estimation problems and have been applied to diverse non-
linear dynamical systems [82]. The performance and qualityof estimation largely depend
on the modeling accuracy which is the central problem in the filtering approach; either the
dynamics must be linear or linearized, or the data must be strictly periodic or stationary
for the linear models to be good estimators. It is noted that the estimation error could be
considerably decreased with the availability of high-fidelity models and usage of nonlinear
filters, which require numerical solutions; such numericalmethods are usually computa-
tionally expensive and hence may not be suitable for real-time estimation. Many techniques
of reliable state estimation have been reported in literature; examples are multiple model
schemes [83], techniques based on analytical redundancy and residuals [84], and nonlinear
observer theory [85]. In essence, the information from multiple sources must be synergisti-
cally aggregated for diagnosis and control of distributed physical processes (e.g., shipboard
auxiliary systems). In this context, information fusion requires processing of non-stationary
sensor information to detect parametric or nonparametric changes in the underlying system.

This section presents the development of a sensor data fusion method for fault detection
& classification in distributed physical processes with an application to shipboard auxiliary
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Figure 33. ROC curves for fan fault identification with different test data lengths (λ varying
between0.01 and2 with steps of0.01)

systems, where the process dynamics are interactive. For example, the electrical system is
coupled with hydraulic system with time-dependent thermalload. The challenge here is
to mitigate several inherent difficulties that include: (i)non-stationary behavior of signals,
(ii) diverse nonlinearities of the process dynamics, (iii)uncertain input-output & feedback
interactions and scaling, and (iv) alignment of multi-modal information and multiplicative
process noise.

The sensor fusion concept, proposed in this section, is built upon the algorithmic struc-
ture of symbolic dynamic filtering (SDF) [15]. A spatiotemporal pattern network is con-
structed from disparate sensors and the fully connected network is then pruned by apply-
ing an information-theoretic (e.g., mutual information-based) approach to reduce compu-
tational complexity. The developed algorithms are demonstrated on a test bed that is con-
structed based on a notional MATLAB/Simulink model of Shipboard Auxiliary Systems,
where a notional electrical system is coupled with a notional hydraulic system under a ther-
mal load. A benchmark problem is created and the results under different performance
metrics are presented.

The section is organized in three sections including the present one. Section 5.1.
presents the semantic framework for multi-sensor data modeling and explains how the pro-
posed technique is used to prune the heterogenous sensor network for information fusion.
Section 5.2. presents a fault injection scheme in ship-board auxiliary unit (section 2.4.)
for conducting simulation exercises and validates the fault detection accuracy for different
scenarios in the proposed method of information fusion.
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5.1. Multi-sensor Data Modeling and Fusion

This section presents a semantic information fusion framework that aims to capture tem-
poral characteristics of individual sensor observations along with co-dependence among
spatially distributed sensors. The concept of spatiotemporal pattern networks (STPNs) rep-
resent temporal dynamics of each sensor and their relational dependencies as probabilistic
finite state automata (PFSA). Patterns emerging from individual sensors and their relational
dependencies are called atomic patterns (AP) and relational patterns (RP), respectively.
Sensors, APs, and RPs are represented as nodes, self-loop links, and links between pairs of
nodes, respectively, in the STPN framework.

5.1.1. Modeling of Temporal Dynamics of Individual Sensor Data

This subsection briefly describes the concept of symbolic dynamic filtering (SDF) [15] for
extracting atomic patterns from single-sensor data. The key concepts of SDF are succinctly
presented below for completeness of the section. For more detail subsection 1.1. should be
consulted.

Symbolic feature extraction from time series data is posed as a two-time-scale problem
as explained before. Symbolic dynamic filtering (SDF) encodes the behavior of (possibly
nonlinear) dynamical systems from the time series by symbolization and subsequent state
machine construction. This is followed by computation of the state probability vectors
(or symbol generation matrices) that are representatives of the evolving statistical charac-
teristics of the dynamical system. To this end, the time series data are partitioned into a
mutually exclusive and exhaustive set of finitely many cells; maximum-entropy partition-
ing (MEP) [12] has been adopted to construct the symbol alphabetΣ for generating symbol
sequences, where the information-rich regions of the data set are partitioned finer and those
with sparse information are partitioned coarser in order that the Shannon entropy [5] of the
generated symbol sequence is maximized.

Consequently a D-Markov machine is constructed from the symbol sequence based on:
(i) state splitting that generates symbol blocks of different lengths according to their relative
importance; and (ii) state merging that assimilates histories from symbol blocks leading to
the same symbolic behavior [86]. Words of lengthD on a symbol sequence are treated as
the states of theD-Markov machine before any state-merging operation is executed. Thus,
on an alphabetΣ, the total number of possible states becomes less than or equal to |Σ|D;
and operations of state merging may significantly reduce thenumber of states.

Let the state of a sensorA at thekth instant be denoted asqAk . With this notation, the
ijth matrix elementπAij of the (stationary) state transition matrixΠA (atomic pattern for
sensorA) is the probability thatqAk+1 state isi given that theqAk state wasj, i.e.,

πAij , P
(
qAk+1 = i | qAk = j

)
for an arbitrary instantk

5.1.2. Pattern Analysis of Multi-sensor Information

Relational patterns (that are necessary for construction of STPN) are essentially extracted
from the relational probabilistic finite state automata (PFSA). These PFSA are obtained
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as xD-Markov machines to determine cross-dependence as defined below; the underlying
algorithm is described in Subsection 5.1.2..

Construction of Relational PFSA: xD-Markov machine

This section describes the construction of xD-Markov machines from two symbol se-
quences{s1} and{s2} obtained from two different sensors (possibly of differentmodalities)
to capture the symbol level cross-dependence. A formal definition is as follows:

Definition 5..1 (xD-Markov). LetM1 andM2 be the PFSAs corresponding to symbol
streams{s1} and {s2} respectively. Then a xD-Markov machine is defined as a 5-tuple
M1→2 , (Q1,Σ1,Σ2, δ1, Π̃12) such that:

• Σ1 = {σ0, ..., σ|Σ1|−1} is the alphabet set of symbol sequence{s1}

• Q1 = {q1, q2, . . . , q|Q1|} is the state set corresponding to symbol sequence{s1}

• Σ2 = {σ0, ..., σ|Σ2|−1} is the alphabet set of symbol sequence{s2}

• δ1 : Q1×Σ1 → Q1 is the state transition mapping that maps the transition in symbol
sequence{s1} from one state to another upon arrival of a symbol in{s1}

• Π̃12 is the symbol generation matrix of size|Q1| × |Σ2|; the ijth element of̃Π12 de-
notes the probability of finding the symbolσj in the symbol string{s2} while making
a transition from the stateqi in the symbol sequence{s1}

In practice,Π̃12 is reshaped into a vector of length|Q1| × |Σ2| and is treated as the ex-
tracted feature vector that is a low-dimensional representation of the relational dependence
between{s1} and{s2}. This feature vector is called a relational pattern (RP). When both
symbol sequences are the same, RPs are essentially the atomic pattern (AP) corresponding
to the symbol sequence; in that case, the xD-Markov machine reduces to a simple D-Markov
machine. It is noted that an RP between two symbol sequences is not necessarily symmet-
ric; therefore, RPs need to be identified for both directions. It is also useful to quantify
cross state transition matricesΠAB andΠBA to quantify the state level cross-dependence
between sensorsA andB. As illustrated in Fig. 34, elements of the state transitionmatrices
ΠAB andΠBA corresponding to the cross machines are expressed as:

πABkℓ , P
(
qBn+1 = ℓ | qAn = k

)
∀n

πBAij , P
(
qAn+1 = j | qBn = i

)
∀n

wherej, k ∈ QA and i, ℓ ∈ QB . For a xD-Markov machine, the cross state transition
matrix is constructed from symbol sequences generated fromtwo sensors by identifying
the probability of occurrence of a state in one sensor from another state in the second sen-
sor. For depthD = 1 in a a xD-Markov machine, a cross state transition matrix andthe
corresponding cross symbol generation matrix are identical.
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Figure 34. Illustration of Spatiotemporal Pattern Network(STPN)

Pruning of STPN

From the system perspectives, all APs and RPs need to be considered in order to model the
nominal behaviors and to detect anomalies. However, it is obvious that there is a scalability
issue if there is a significant number of sensors because the number of relational patterns
increases quadratically with the number of sensors; for example, the number of RPs could
beS(S − 1) whereS is the total number of sensors and total number of patterns become
S2. The explosion of the pattern space dimension may prohibit the use of acompleteSTPN
approach for monitoring of large systems under computational and memory constraints.
However, for many real systems, a large fraction of relational patterns may have a very
low information content due to the lack of their physical (e.g., electro-mechanical or via
feedback control loop) dependencies. Therefore, a pruningprocess needs to be established
to identify asufficientSTPN for a system. This section adopts an information-theoretic
measure based onMutual Informationto identify the importance of an AP or an RP. Mu-
tual information-based criteria have been very popular anduseful in general graph pruning
strategies [87, 88] including structure learning of Bayesian Networks [89]. In the present
context, mutual information quantified on the corresponding state transition matrix essen-
tially provides the information contents of APs and RPs. Theconcept of network pruning
strategy is briefly described below.

Mutual information for the atomic pattern of sensorA is expressed as:

IAA = I(qAn+1; q
A
n ) = H(qAn+1)−H(qAn+1|qAn )

where

H(qAn+1) = −
QA∑

i=1

P (qAn+1 = i) log2 P (q
A
n+1 = i)
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H(qAn+1|qAn ) = −
QA∑

i=1

P (qAn = i)H(qAn+1|qAn = i)

H(qAn+1|qAn = i) = −
QA∑

l=1

P (qAn+1 = l|qAn = i)·

log2 P (q
A
n+1 = l|qAn = i)

The quantityIAA essentially captures the temporal self-prediction capability (self-loop) of
the sensorA. However, as an extreme example, the AP for a random sensor data may not
be very informative and its self mutual information becomeszero under ideal estimation.

Similarly, mutual information for the relational patternRAB is expressed as:

IAB = I(qBn+1; q
A
n ) = H(qBn+1)−H(qBn+1|qAn )

where

H(qBn+1|qAn ) = −
QA∑

i=1

P (qAn = i)H(qBn+1|qAn = i)

H(qBn+1|qAn = i) = −
QB∑

l=1

P (qBn+1 = l|qAn = i)·

log2 P (q
B
n+1 = l|qAn = i)

The quantityIAB essentially captures sensorA’s capability of predicting sensorB’s outputs
and vice versa forIBA. Similar to atomic patterns, an extreme example would be the
scenario where sensorsA andB are not co-dependent (i.e., sensorA completely fails to
predict temporal evolution of sensorB). In this case,RAB is not very informative andIAB

will also be zero under ideal estimation.
Therefore, mutual information is able to assign weights on the patterns based on their

relative importance (i.e., information content). The nextstep is to select certain patterns
from the entire library of patterns based on a threshold on the metric. In this section, patterns
are selected based on a measure of information gain due to atomic and relational patterns.
Formally, let the total information gainItotG is defined as the sum of mutual information for
all patterns, i.e.,

ItotG =
∑

(A,B)∈S×S

IAB (75)

whereS is set of all sensors. Now, the goal is to eliminate insignificant patterns from the
setS×S of all patterns. Let the set of rejected patterns be denoted asPrej ⊂ S×S and the
corresponding information gain be denoted asIrejG . The set of rejected patterns is chosen
such that, for a specifiedη ∈ (0, 1),

IrejG

ItotG
< η (76)
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Table 6. Sensors of the system
System Sensor Physical Quantity

Electrical Te Torque output of PMSM
we Rotor speed of PMSM

Hydraulic whp Angular Velocity of Hydraulic Pump
Phm Pressure across Hydraulic Motor (HM)
Thm Torque output of HM
whm Angular Velocity of output shaft of HM

Thermal Tf Temperature

Table 7. Fault parameters of the system
System Fault parameter Symbol Range

Electrical Flux linkage of PMSM Wb Nominal:0.05 ± 0.005
Fault:0.03 ± 0.005

Hydraulic Volumetric Efficiency of HM νvm Nominal:0.9 ± 0.02
Fault:0.8 ± 0.02

Total Efficiency of HM νtm Nominal:0.8 ± 0.02
Fault:0.65 ± 0.02

Thermal Thermal efficiency νth Nominal:0.9 ± 0.02
Fault:0.8 ± 0.02

where mutual information for any pattern in the reject set should be smaller than the mutual
information for any pattern in the accepted setPacc , (S × S) \ Prej , which is expressed
asIAB|(A,B)∈Prej ≪ ICD|(C,D)∈Pacc for a sufficiently smallη. In this section,η is chosen
as0.1 for the validation experiments. In the pruning strategy, itis possible that all patterns
related to a certain sensor might be rejected, implying thatthe sensor is not useful for the
purpose at hand. However, the user may choose an additional constraint to keep at least one
(atomic or relational) pattern for each sensor in the accepted set of patterns.

Remark 5..1. In order to use the STPN for fault detection, a network of PFSAcan be
identified following the above process under the nominal condition. Faulty conditions can
then be detected by identifying the changes in parameters related to the accepted patterns.
However, under some severe faults, the causal dependency characteristics (i.e., the structure
itself) among the sensor nodes may not remain invariant. In such cases, new structures of
the STPN can signify severely faulty conditions.

5.2. Fault Detection in Ship-board Auxiliary Unit via Sensor Fusion

This section presents and discusses the results of validation of the the sensor fusion al-
gorithm on the simulation test bed of shipboard auxiliary systems described in subsection
2.4..
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5.2.1. Fault injection, sensors, data partitioning

Each of the electrical, hydraulic and thermal subsystems ofthe shipboard auxiliary system
is provided with a set of sensors as listed in Table 6. In the simulation test bed, selected
parameters in each subsystem can be perturbed to induce faults as listed in Table 7.

The pertinent assumptions in the execution of fault detection algorithms are delineated
below.

• At any instant of time, the system is subjected to at most one of the faults mentioned
in Table 7, because the occurrence of two simultaneous faults is rather unlikely in
real scenarios.

• The mechanical efficiency of a hydraulic motor or a pump is assumed to stay constant
over the period of observation as the degradation of machines due to wear and tear
occurs at a much slower rate with respect to the drop in efficiency.

• The dynamical models in the simulation test bed are equippedwith standard com-
mercially available sensors. Exploration of other feasible sensors (e.g., ultra-high
temperature sensors) to improve fault detection capabilities is not the focus of this
study.

Figure 35 depicts a typical electromagnetic torque output for nominal and PMSM fault
cases. As it is seen that the data itself is very noisy and, dueto feedback control actions,
there is no significant observable difference in the two cases in Fig. 35. Information inte-
gration from disparate sensors has been performed to enhance the detection & classification
accuracy in such critical fault scenarios.
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Figure 35. Electromagnetic torque under nominal and PMSM fault conditions

For all the fault scenarios100 samples from each sensor are equally divided into two
parts for training and testing purposes. For symbolization, maximum entropy partitioning
is used with alphabet size,|Σ| = 6 for all sensors although|Σ| does not need to be same
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for individual sensors. The depth for constructingPFSA states is taken to beD = 1 for
construction of both atomic pattern and relational pattern. A reduced set of these patterns
are aggregated to form the composite pattern, which serves as the feature classified by a
k-NN classifier (withk = 5) using the Euclidean distance metric for fault detection [40].

5.2.2. Fusion with complete STPN

One sensor from each of the subsystems (i.e.,Tf from thermal subsystem,Te from electrical
subsystem andThm from hydraulic subsystem) is selected for sensor fusion to identify
component faults in the system. The composite patterns (CPs) are formed by concatenating
atomic and relational patterns. Therefore, while patternswith high information content
(based on the formulation above) help distinguishing between classes, patterns with low
information content dilutes the ability of separating classes. Therefore, removing non-
informative patterns may lead to reduction of both false alarm, missed detection rates and
computational complexity. In this study, CPs consist of allpossible APs and RPs ofTf , Te
andThm. It is seen in Table 8 that CPs perform better for detection ofthe nominal condition
than individual sensors, but the false alarm rate is still high.

Table 8. Fault classification accuracy by exhaustive fusion
class Tf Te Thm CP

Nominal 32% 42% 32% 68%
PMSM fault 30% 100% 40% 84%

HM fault 40% 100% 100% 100%
Thermal fault 100% 58% 44% 100%

5.2.3. Pruning of STPN

Pruning of large sensor networks of the given system is attempted here to reduce the com-
plexity of fusion and improve the detection accuracy by capturing the essential spatiotem-
poral dynamics of the system. Left half of the Fig. 36 shows a fully connected graph of
seven sensors of the system where each node is a sensor; bi-directional arcs among them
depict the RPs in both directions and self-loops are the APs corresponding to sensors.

The right half of Fig. 36 demonstrates the pruned STPN, wherethe thickness of arcs
represents the intensity of mutual information of the RPs among sensors. Both directions
of arrows are preserved as the mutual information of the two oppositely directed RPs for a
pair of sensors are comparable. In this example, all the selfloops are kept intact and arcs
with negligible mutual information are omitted from the graph. In this simulation study,
the structure of the reduced STPN is observed to remain stable for all the fault classes.
The reduction in complexity of network graph is more significant in larger STPNs. The
following two scenarios are chosen to justify the credibility of the pruned STPN in the light
of fault detection accuracy.
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Figure 36. Pruning of STPN

Reduction of false alarm rates

The same set of sensors, namely,Tf , Te andThm, are selected as the STPN and it is sub-
jected to the proposed pruning technique, which results in acomposite pattern of AP ofTe
(ΠTe) and two RPs (ΠThmTe , ΠThmTf as shown by two thick arcs in Fig. 36). This action
significantly reduces the false alarm rate as seen in Table 9,where APs ofTf andThm are
dropped from the CP because these patterns do not facilitatebetter detection. Also PMSM
fault detection accuracy does not degrade from100% unlike fusion with complete STPN.
Hence, this pruning technique reduces a CP containing9 patterns (i.e.,3 APs,6 RPs) to a
CP of three APs and two RPs along with providing better class separability.

Table 9. Comparison of false alarm rate generated by exhaustive sensor fusion and pruned
STPN

Fusion type False alarm rate
complete STPN 32%
Pruned STPN 8%

Adaptability to malfunctioning sensors

In a distributed physical process, such as the shipboard auxiliary system under consider-
ation, malfunctioning of primary sensors in a subsystem is aplausible event. One of the
current challenges in the fault detection area is to identify a fault in the subsystem with
malfunctioning sensors from the sensor responses of the subsystems that are electrome-
chanically connected. To simulate that situation, three prime heterogenous sensors from
the hydraulic subsystem, namely,whp, Phm andThm, are selected and a fault is injected to
the thermal subsystem by degrading the thermal efficiency (see Table 7). TheTf sensor of
thermal subsystem is chosen to be the malfunctioning sensorand hence it is not incorpo-
rated in the detection process of thermal fault.

As the individual sensors of the hydraulic subsystem performs rather poorly in de-
tecting thermal faults as seen in Table. 10, the informationfrom these three sensors are
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Table 10.Thermal fault detection by sensors of hydraulic subsystem
whp Phm Thm CP

Detection accuracy 58% 18% 18% 70%

fused by applying the proposed pruning technique on the hydraulic subsystem. The pruned
STPN yields a CP consisting of an AP ofwhp (Πwhp) and two RPs, namely,ΠPhmwhp and
ΠThmwhp , depicted by two thin arcs in Fig. 36; it results in a decent detection accuracy of
70% as seen in Table 10.

6. Summary, Conclusions and Future Research

The chapter presents some of the key recent developments of the stochastic time-series
analysis tool called the symbolic dynamic filtering (SDF) with a special emphasis on its ap-
plication in the field of fault detection and diagnostics of complex industrial systems. Three
major aspects of the tool are highlighted: (i) data-space abstraction via partitioning, (ii) en-
coding and pattern classification of time-series motifs and(iii) spatio-temporal information
fusion. Validation results are presented on high fidelity industrial testbeds of various do-
mains, such as aircraft gas turbine engines, fatigue damageproblems, nuclear power plants
and ship-board auxiliary systems. The major advantages ofSDF for detecting both small
and large changes in a dynamical system are listed below:

• Robustness to measurement noise and spurious operational disturbances [12]

• Adaptability to low-resolution sensing due to the coarse graining in space parti-
tions [15]

• Capability for early detection of anomalies because of sensitivity to signal distor-
tion [90]

• real-time execution on commercially available inexpensive platforms [6][90].

While the above mentioned advantages have been demonstrated in multiple industrial
system testbeds and small-scale laboratory setups, a key next step is to validate the concepts
on real-life systems in order to reduce possible risks and increase robustness. Apart from
that, some of the broader research directions that are currently being pursued are:

• From early detection to prognostics: SDF has been particularly useful for early detec-
tion of anomalies in complex systems. An important current work is concentrating on
how to translate this capability to a prognostics capability which is absolutely crucial
especially for safety-critical systems.

• Contextual adaptation: To become a sustainable health monitoring tool over the life-
cycles of industrial systems, SDF will be required to adapt based on contexts regard-
ing internal operations or external environment. Future research will be dedicated to
build in and automate different contextual adaptation features in SDF.
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• Soft data integration and HMI: It is increasingly becoming obvious in the machine
learning community that exploiting human knowledge and intent can be significantly
more rewarding compared to designing a completely automated systems. To this end,
a unified mathematical framework is being investigated thatcan accommodate both
human and machine information.

• Mathematics of PFSA: A recent development on Hilbert space formulation of Prob-
abilistic Finite State Automata (PFSA) [91] demonstrated apath of formalizing the
SDF developments that can be particularly useful for information fusion purposes.
Further studies are being pursued to investigate this area in a greater detail.
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