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This thesis addresses the matter of monitoring delayed systems. The considered systems include
nonlinear systems with linear input and output functions. Since the approach to the granting
of a realtime monitoring is the utilization of a model, the theories of model predictive control
and synchronization are introduced. Particularly, delays induced by network structures will be
analyzed. The first approach to the monitoring problem is an alterated Smith Predictor with a
plant model output instead of a reference function. This structure will be analyzed according to
its modes and its stability criteria. While the Lambert W function is used for the transcendental
modal analysis of the delay differential equations of the coupling terms, Mori’s Theorems on the
stability of delay differendital equations lay the groundwork for the stability criteria. For solving
these criteria, the Williamson theorem is used to solve the block matrix representation, Newton’s
identities are used to find its roots in dependence of the systems input and output functions, and
the method of Lagrange multipliers find the extremes in these roots. The second approach creates
a new framework for the problem of model-plant synchronization based on a simple mechanical
reference system. For the analytical solution to this issue, modern methods of nonlinear convex
constraint optimization are applied. The results are then interpreted to posit a lemma on the
form of the coupling matrices, that is then again proven by a modal analysis with the Lambert W
function. In last instance, the problem of accurate delay measurement is investigated. While the
IEEE 1588 protocol is implemented continuously, a method for its fault-tolerant interpretation is
designed, as well. Therefore, principles of graph theory are discussed. In the last part of the thesis,
crucial results of the synthesis are proven by an experimental setup based on coupled realtime
simulation systems. Simple dynamical systems are numerically simulated on spatially distributed
computing systems, so that criteria and algortithms can be tested and evaluated.
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Notation

Variables are formatted italic. Well defined mathematic functions like rank, diag, or tr are format-
ted non-italic. The real and complex parts of variables are denoted by the Fraktur letters ℜ and
ℑ, respectively. Physical values are described by calligraphic letters like C. Vectors are underlined
and matrices are bold, as c and C, respectively. The upper right corner of a variable generally
denotes exponentials, but denotes the operators transpose and the adjoint in case of T and ∗,
respectively. The lower right corner defines the system or the time domain that the variable refers
to. A vector or matrix element is implied by the index of the lower right corner. The first and
the second partial derivative are denoted by the nabla operator ∇ (·) and the upside-down nabla
operator ∆ (·), respectively. Single vertical bars on both sides of a variable define determinants and
double vertical bars on both sides norms of vector spaces. Bold white variables denote well-defined
sets, as C all complex numbers, R all real numbers, and Z all integers. The hash symbol # is
defined by the cardinality of a set. Time derivatives are represented by the number of dots on top
of a variable. The denotation of variables is listed below.

A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of arcs
A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . state-matrix
B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of bifurcations
B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . input matrix
C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . controller
C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . output matrix
C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . differential coefficient
D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . differential coefficient
E . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . node
E . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . differential coefficient
F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . differential coefficient
H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Hardy space
I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . unit matrix
K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .proportional gain
K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . inner coupling matrix
L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Lyapunov exponent
L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of leafs
L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . oscillator coupling matrix
M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .master
M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . arbitrary matrix
M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . block matrix
N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .number of networking systems
P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . plant
R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . reference signal
S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . slave
T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . tournament
U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . input signal



U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . unitary matrix
V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of vertices
V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . unitary matrix
W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . walk
Y . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . output signal
a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . polynomial coefficient
a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .arc
b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . bifurcation
c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . coupling factor
d . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . disturbance
d(·, ·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .distance
d(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . degree
e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .eccentricity
f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . state function
g . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . coupling function
h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . input function
i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . consecutive variable
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1
Motivation

In essence, things are composed of networks. Nature, society, and mankind have intrinsic couplings
and interactions among their subsystems. These elaborate structures comprise a natural function-
ality and elemental stability that artificial systems often lack. In spite of that, technical networks
tend to be more intricate, spatially distributed, and heterogenous. These factors enhance delays
and instabilities that have to be compensated by means of system design. These compensation
methods are the focus of this thesis.
To be more precise, systems that work together need to be coordinated. When one of the systems
tries to transfer a task to another one without the second system being prepared for this event,
delays or instabilities may occur. A common reference or understanding between the systems en-
ables them to communicate in an appropriate way. Synchronization can be the primary means of
coordinating events. But even if it was possible to start the systems exactly at the same time, there
could be drifts, delays, or different initial conditions between their respective dynamics, making
it impossible to use this method without modification. Since networks and distributed systems
become larger and more complex, the task in coordinating and controlling them increases in com-
plexity, as well. This is especially apparent when different mechanical, electrical, and informatic
components are joined, each of them introducing another dimension of delay, response time, la-
tency or offset. In an ideal case, it may be possible to make all the systems run synchronously, or
at least be able to predict how each of them will react, schedule their tasks, compensate delays, or
know the delays. These and further tasks are the goals of control in distributed systems.

1.1 Problem Statement

In this thesis, realtime is defined as the delay treshold that is small enough to be ignored in the
analysis of performance and stability. Realtime requirements are therefore performance criteria
dependent on a response time defining that treshold. When a system with such requirements
receives its response from a delayed subsystem, those requirements can hardly be met unless it
is possible to reduce the delay up to the given treshold. When the delayed system additionally
receives an input from the realtime system so that both systems are coupled in a loop it is even
possible that unstable behaviour occurs. A schematic representation of such a coupling is depicted
in Figure 1.1.
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Figure 1.1: Schematic Problem Statement

Any system that is sufficiently distributed will comprise such delays due to transportation of
matter, energy, or information. The aim in designing such systems is conceptualizing appropriate
topologies, couplings, and controls to be able to grant prompt and stable system behavior. This
thesis should provide criteria for optimizing control and coupling parameters within networked
systems and algorithms for overall network design and delay measurement. Those procedures are
intended to be as generic as possible. The developed methods should therefore be applicable to
linear and nonlinear systems equally, where the degrees of freedom are variable. The mathematical
results are proven and demonstrated by technical examples. This thesis approaches the stated
problems by attempting to both, predict system responses, and synchronize the system with a
model so that the model can be used to ensure the described realtime requirements. A schematic
representation of this solution is depicted in Figure 1.2.
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Figure 1.2: Schematic Problem Solution

A special case that will be discussed in this thesis is a delay that is induced by signal transmission
in a network, as depicted in Figure 1.3. Those delays may vary due to physical phenomena, so that
algorithms for an adequate delay measuring have to be developed. Those algorithms will usually
be strongly dependent on network topology, so that optimal types of network architecture have to
be designed.

Figure 1.3: Signal Delay Induced by a Network Structure
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1.2 Applications

As previously stated, systems with performance criteria dependent on a response time that is a
function of transportational factors are examples for systems with realtime requirements. Most
hardware-in-the-loop systems have such performance requirements. Components are tested most
realistically when they are ran at their designated running speed. When a test sequence has to
be run at such a speed, requiring state information from another component that is providing
this information with a certain delay, the first component will run the whole test sequence using
incorrect information. It would be desirable to decrease the delay to receive correct testing results.
When human beings are elements of a testing process, they will notice, whenever a response, that
they receive, is delayed, especially when this response is not delayed in the surrounding that the
test is emulating. An optimal system would respond to any human input with a delay that is small
enough not to affect futher inputs.
In fact, most monitoring systems of delayed processes can be optimized by such means. Such
systems are often specified as human-machine interface or human control systems. Particularly,
that means that the time between a critical event within the controlled system and the respective
reaction by the human controller is the crucial performance criterion of such systems. The faster
events are displayed to the monitoring system, the faster it is possible for the human controller
to decide about further actions. Again, the system requires to reduce the signal delay to a point
where controller actions are fast enough to compensate critical events.

1.3 Scientific Preamble

As described above, the main aim of this research is to overcome delay. In essence, a Smitha

predictor will be used. The predictor is a model-based approach of automatically feeding a delayed
process with adequate signals. Because the described problems require monitoring of the delayed
process, this research will attempt to synchronize the states between a reference model and the
delayed process. This will allow to monitor the behaviour of the model and therefore meet real-
time requirements. The given structure of the delayed process, the reference model, and the Smith
predictor will induce a coupling of systems so that coupling matrices and the theory of synchronizing
dynamic systems will be studied. Furthermore, since the sensitivities of the principles used to delay
uncertainties will be discovered, a method for precise delay measurement based on IEEE 1588 will
be described that can additionally synchronize the inner clocks of each node to grant an optimal
benefit of each computational step. To additionally enhance the fault-tolerance of the overall
system, an adequate network topology will be characterized.
The final concept will allow for structuring an existing network by a special topology, coupling
real-time models with delayed processes via Smith predictors, tuning controllers corresponding to
synchronizability criteria to enhance promptness of monitoring response time, and measure delays
between those systems.

aOtto J. M. Smith *1917†2009, American educator and electrical engineer
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2
State of the Art

The phenomena of synchronization and prediction have been investigated in fields such as mathe-
matics, physics, engineering, and informatics for years. This chapter tries to give an overview of
historical and recent advances in these fields.

2.1 Synchronization

Synchronization is a field of science that has been mainly discussed in mathematics and physics,
especially in the fields of nonlinear dynamics, chaotic systems, and neural networks. Most of the
basic investigations on synchronization are based on Christiaan Huygensa discovery on the anti-
phase movement of coupled pendulums on ships in 1650 [9] and published in 1669 as Instructions
Concerning the Use of Pendulum-Watches for Finding the Longitude at Sea [46]. Though Huygens
gave suggestions for the reason of asynchronous movements, appropriate conditions for synchronous
movement were yet missing. The first paper using the term synchronization in a meaning compa-
rable to the usage within this thesis is On Asynchronous Action by N. Minorskyb [71]. Minorsky
described phase differences between asynchronous oscillators and defined conditions that excitate
or quench those. The latter can formally be called synchronization. Though not the major interest
of this article, the asynchronous quenching is within already named an asymptotic phenomenon.
Minorsky then concretized those results on synchronization and presented them at the International
Symposium on Nonlinear Oscillations in 1961 as O Sinkhronizatsii (engl.: On Synchronization).
This particular topic was not addressed again in literature, before I. Blekhmanc wrote The Problem
of Synchronization of Dynamical Systems in 1964. Blekhman used a small variational parameter
substituting the difference between osciallations of technical systems and deduced that the damp-
ing in this parameter is the synchronizability condition. In his conclusions, he mentioned that
the study of this parameter is the same as the study of the signs of the roots of a certain matrix
using the Kronecker symbol. Though he did not investigate that fact exactly, this is yet the first
paper stating this condition. This is especially notable because R. Nagaev denoted terms that
are very similar to the coupling matrices used today in the next issue of the same journal with
The Synchronization of Nearly-Similar Dynamic Systems Close to Liapunov Systems . Nagaev has
since then published various papers in the field of synchronization [76, 78, 77]. Later, in 1974, A.
Gurtovnik and I. Neimarkd referred to the previous achievments of Nagaev and Blekhman in On
Synchronization of Dynamic Systems [37]. Though this paper introduced the term of synchroniza-
tion manifold and extended previous definitions to n dimensions, it did not introduce new findings.

aChristiaan Huygens *1629†1695, Dutch mathematician, astronomer, physicist, horologist and novelist
bNicolas Minorsky *1885†1970, Russian physicist
cIlya I. Blekhman *1928, Russian physicist and mathematician
dYurii Isaakovich Neimark *1920, Russian physicist and mathematician
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Nevertheless, the paper reintroduced the topic so that applications of the given techniques became
a focus of research in the fields of biology and chemistry around 1975 [105, 103, 69, 104]. Those
papers introduced terms such as spatial extent, diffuse couplings, uncertainties, and other problems
in the synchronization research of today. It was a bit later, mainly around 1984, that there were
numerous papers published about the synchronization of clocks [99, 56, 65, 68, 40, 64]. Although
clocks can be modelled as oscillators from the system theory point of view, this research focused on
a purely algorithmic point of view. From that point onwards it was again the field of physics that
started todays interest in synchronization. It started with T. Carroll, L. Pecora, and F. Rachford,
who published several papers on chaotic systems in 1989 [13, 15, 14] and then Synchronization in
Chaotic Systems in 1990 [81]. The latter has been cited numerous times. Though this paper was
outstanding in the field of physics, it was no use to the problems discussed in this thesis. It was a
paper called Synchronous Chaos in Coupled Osciallator Systems that gave the notation of coupling
equations used today. Between 1990 and 2002 there were numerous papers describing experimental
results of special cases of synchronization of nonlinear or chaotic systems [89, 50, 91, 90, 51, 11, 2],
but none of them gave such a generic and precise approach as M. Barahona gave in 2002 in Syn-
chronization in Small-World Systems [7]. He was the first to give bounds for synchronizability and
optimization criteria to enhance the damping in the difference between state vectors. This article
laid the foundation for recent research in the synchronization of networks [3, 61, 80, 119] and non-
linear coupling types, especially delayed and nonsymmetric ones [119, 102, 22, 116, 62, 47, 60, 115].
These methods are useful in technical control systems.

2.2 Prediction

Seeing the future has always been an interest of mankind. As a result, natural sciences have
tried to improve the knowledge about prediction of predetermined causal events. One of the first
sciences yielding considerable advances in this field of research was meteorology. Though Otto von
Guerickee, 1660, was the first one to predict severe weather [107] following decreasing barometric
pressure in Experimenta nova Magdeburgica de vacuo spatio (engl.: New Magdeburg Experiments
on Vacuum), it was Sir Gilbert Walkerf who first tried to deduce mathematical models based on
measurements in Seasonal Weather and its Prediction in 1933 [94]. The first acknowledgement
prediction in mathematics was by A. Copeland in Predictions and Probabilities in 1936, where he
tried to give stochastical conditions for successful predictions [20]. Within the following years,
papers about prediction as a statistical matter were published [45, 112], and 1947 brought the
first publication using a recursive method for signal predictive filter design in The Wiener Root
Mean Square Error Criterion in Filter Design and Prediction by N. Levinsong [59]. Thirteen
years later, R. Kalmanh published his well known paper A New Approach to Linear Filtering and
Prediction Problems [48], using a similar approach to Levinson. Before Kalman, in 1957, Otto
Smith developed his groundbreaking non-statistical prediction principle in Closer Control of Loops
with Dead Time [97] and refined it in A Controller to Overcome Dead Time in 1959 [98]. It
was the first principle that could apply existing knowledge about a process and combine it in a
mathematical model to predict the process behaviour. The Smith predictor also implemented the
internal model principle, even though that principle was not discovered until 1974 [28, 29, 30] by
B. Francisi in Synthesis of Multivariable Regulators , later refined in The Internal Model Principle
for Linear Multivariable Regulators and generalized inThe Internal Model Princinple of Control
Theory. The next decades were spent on self-tuning / adaptive control, estimation, optimization
and uncertainties [17, 18] in general, but particular emphasis was placed on model-based and
model-predictive control theory. Within the 1990s, a noteable number of papers were published on
alterations of the known Smith predictor [92, 58, 54, 57], trying to make it stable in the presence
of uncertainties in model and delay. In recent years, several articles were published on the field of
research that is primarily relevant to this thesis: Using models for enhancing real-time capabilities

eOtto von Guericke *1602†1686, German politician, jurisprudent, physicist, and veterinarian
fSir Gilbert Thomas Walker *1868†1958, British physicist and statistician
gNorman Levinson *1912†1975, American mathematician
hRudolf Emil Kalman *1930, Ungarian mathematician
iBruce Allen Francis *1947, Canadian mechanical and electrical engineer
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of delayed applications. One of the major applications in this area is spatially distributed operating
systems [34, 75, 96, 95, 110, 16], in which the aim is to synchronize the movements of a robot and
an operator. A new principle of integrating models into real-time processes was also found in
a method called dynamic substructuring [55, 108]. This method introduces delays due to the
coupling of slow, real systems with fast, simulated systems. The given papers investigate Hopfj

bifurcations of one-dimensional delayed couplings. Distributed real-time hardware-in-the-loop test
beds, which are similar to that method, are facing problems of predictive control due to signal
delays [26, 27, 25]. In this context, the term transparency is used, to describe the synchronization
error between individual nodes.

jEberhard Frederich Ferdinand Hopf *1902†1983, Austrian mathematician and astronomer
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3
Principles

This chapter will explore the three very basic principles that are utilized in the following chapters.
As described in 1.3, knowledge of the synchronizability of coupled dynamic systems, predictive
control, and delay as well as offset measurement will be necessary. These fundamentals will be
explained in the given order. Subsequently, some known problems of the given principles will be
named and discussed.

3.1 Synchronization of Coupled Systems

Several sciences have been addressing the definition of time. In a mathematical sense, time is
a one-dimensional, oriented, Euclideana space [93]. The term synchronous is less discussed, but
is no less important. In a common sense, the understanding of synchronous behavior is that N
systems show the same behavior at the same time. In an engineering sense, the understanding of
synchronous behavior is that these N systems have equal state vectors at the same time [82, 62].

Definition 3.1. N systems are called synchronized, when

∥

∥xi − xj
∥

∥ = 0 ∀ i, j = 1, 2, · · · , N (3.1)

where xi = [xi1 · · ·xin ] ∈ R
n is the state vector of system i with n degrees of freedom, and N

is the number of identical interacting systems. The dynamics of these states are assumed to be in
the nonlinear form of

ẋi = f
i
(xi) + hi (ui) ∀ i = 1, 2, · · · , N (3.2)

where ẋi =
dxi

dt ∈ R
n is the time-derivative of xi, ui ∈ R

n is the input vector of system i and
f
i
: Rn → R

n, hi : R
n → R

n are vector-valued functions expressing the dependency of ẋi on xi
and ui, and that may as well be functions of time. Now, in order for states to be synchronized,
each state has to be made a function of the other states within the network [62], so that a coupling
is induced. In general, the inputs of the systems can then be described as a function of the states
of other systems.

ui = g
i

(

xj , · · · , xN
)

∀ j 6= i (3.3)

It is therefore possible to describe the dynamical behaviour of each system as a function of the
states of all systems within the network. Assuming hi to be a linear function Ki, the system
dynamics can be written as

ẋi = f
i
(xi) +Kigi

(

xj , · · · , xN
)

∀ j 6= i (3.4)

aEuclid of Alexandria fl. 300BC, Greek mathematician
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Hereafter it is assumed that control systems couplings are induced by summations, subtractions,
and gains, and thus the function g

i
has to be a linear combination resulting from these operations.

These linear operations are expressed by a factor γij [67] so that g
i
=
∑N

j=1 γijxj holds. In
addition, it is well known [116] that synchronization can only be achieved among systems with
identical structure, parameters, and states. Therefore, it is required that f

i
= f

j
∀ i, j = 1, 2, · · ·N

and Ki = Kj ∀ i, j = 1, 2, · · ·N hold. Under these assumptions (3.4) can be rewritten as

ẋi = f (xi) +

N
∑

j=1

γijK xj ∀ i, j = 1, 2, · · · , N (3.5)

where K is called the inner coupling matrix and all γij compose a matrix Γ = [γij ] ∈ R
N×N that is

called the coupling configuration matrix [116] which is a very compact expression of the topology
of the described network.

Example. Figure 3.1 depicts three typical examples for possible cases of couplings that occur in
control systems. The picture shows a summation point with positive and nonpositive elements and
a gain.

u4

x1

x2

x3

−
K

Figure 3.1: Couplings in Control Systems

In this case, the coupling is unidirectional for simplicity. Obviously, the input of system 4 is
given by u4 = Kx1 + x2 − x3, so that γ41 = K, γ42 = 1 and γ43 = −1. The coupling configuration
matrix is therefore defined by

Γ =









0 0 0 0
0 0 0 0
0 0 0 0
K 1 −1 0









(3.6)

The coupling configuration matrix is only a substitution, so that all the following methods
can be applied generally without its specific definition, likewise. Using this notation, the steps
are easier to illustrate and apply. The main purpose of the coupling configuration matrix is the
notation [115] of (3.5) as

χ̇ = F
(

χ
)

+ [Γ⊗K]χ (3.7)

which is an algebraic representation of the whole network, where χ = [x1x2 · · ·xN ]
T ∈ R

Nn and

F
(

χ
)

=
[

f (x1) f (x2) · · · f (xN )
]T

.

Definition 3.2. χ = [x1, x2, · · · , xN ]
T ∈ R

Nn is the all-state vector of N nodes

For the analysis of the nonlinear dynamics of the network, it is possible to calculate the first
variation [101] of χ and call it ξ.

Definition 3.3. The first variation ξ of χ is the limit in θ of

ξ =

∫

dχ̇
(

χ+ θp
)

dθ

∣

∣

∣

∣

∣

θ=0

dt (3.8)

with χ all solutions to χ̇ and p a specific solution.
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By this definition and the substitution of the special case p = ξ, the dynamical behaviour of χ̇
may be rewritten using ξ so that the network representation is denoted as

ξ̇ =

[

IN ⊗
∂f

∂x
+ Γ⊗ ∂h

∂x

]

ξ (3.9)

or, in a shorter form,

ξ̇ =
[

IN ⊗∇
(

f
)

+ Γ⊗K
]

ξ (3.10)

where IN = diag {1, 1, · · · , 1} ∈ R
N . The eigenvectors of Γ now represent the modes of system ξ,

that is therefore a combination of modes of the networking systems. Since a synchronized behaviour
is demanded, the matrix should have at least one eigenvector

[

11 · · · 1N
]

, that represents uni-
form movement of all systems. This eigenvector has to be the eigenvector of a purely imaginary
latent root, so that the synchronized movement is not damped out, and the other movements
have to be stable so that they do not dominate the synchronous movement. These criteria enable
synchronizability.

Example. The system in Figure 3.2 depicts a simple mechanical system that has modes that
satisfy synchronizability criteria.

x1 x2

d

mm

Figure 3.2: Typical Synchronizable System

For simplicity, letm = d = 1. Then the dynamic equations of the masses are ẋ1+x1−x2 = 0 and

ẋ2+x2−x1 = 0. Substituting x = [x1 x2]
T
, the differential equation ẋ =

[

−1 1
1 −1

]

x = Ax holds.

Applying the similarity transform V −1AV = D, the modal matrix V yields the synchronous mode
[1 1]

T
corresponding to the latent root 0 and the asynchronous mode [−1 1]

T
with the respective

latent root −2. This example is very intuitive because it is physically that the system damps
asynchronous movements and synchronous movements dominate.

Lemma 3.1. System ξ is said to have at least one synchronized state when at least one eigenvector

of Γ has the form
[

11 · · · 1N
]

Lemma 3.2. System ξ is said to be synchronizable if the synchronized state is the eigenvector of
a purely imaginary latent root of Γ and all other eigenvalues have negative real parts.

All other eigenvalues should be negative [85] and as negative as possible [63] to have a strong
damping between the systems so that synchronization can be achieved as soon as possible. Figure
3.3 depicts the desired set of eigenvalues in the s-plane.
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zero eigenvalue ℜ

ℑ
negative real parts

increasing synchronizability

Figure 3.3: Desired Eigenvalue Properties of Coupling Matrix

That is why the eigenratio is a good measure for the synchronizability [7]. Now, if there is at
least one synchronous state, there is yet no information about its stability and determinism. It is
therefore necessary to compute the set of Lyapunovb exponents L

(

ξ
)

[111] .

Definition 3.4. The set of Lyapunov exponents L = (L1, · · · , LNn) of χ is the set of elements of

L = [L1 · · ·LNn]
T
satisfiying

ξ ∝ eLtξ
0

(3.11)

It can be understood as an eigenvalue of the perturbation. Positive Lyapunov exponents repre-
sent orbital divergence and low predictability due to chaos, whereas negative Lyapunov exponents
represent orbital convergence, high predictability, and decay of pertubations [44], each with respect
to initial values. The difference is shown in Figure 3.4.

Positive Lyapunov Exponent Negative Lyapunov Exponent

0

0

0 0

0

0

χ̇χ̇

χχ

t
t

Figure 3.4: Effects of the Signs of Lyapunov Exponents

These properties show that a negative exponent is desirable. Since the first variation of χ has
already been computed, the Lyapunov exponents are easy to compute [22] by finding

L = σ
(

∇
(

f
)

+ΩK
)

(3.12)

bAleksandr Mikhailovich Lyapunov *1857†1918, Russian mathematician and physicist
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where σ is the set of latent roots and Ω a gain that scales the coupling in the same way as the
latent roots of Γ.

Definition 3.5. The set σ of a matrix M is the set of solutions to |M − Inλ| = 0 ∀ M ∈ R
n×n.

Hence, the the Lyapunov exponent is a function of Ω, which represents the latent roots of Γ.
Both conditions bound the stable synchronized region.

Lemma 3.3. A System χ has a conditionally stable synchronized region if its coupling configuration
matrix Γ satisfies

σ (Γ) ∈ Ω ∀ max (L) < 0 (3.13)

By that, the given coupling coefficients correspond to a stable trajectory in the state-space,
because substitution into (3.12) for Ω induces a negative Lyapunov exponent.

3.2 Model Based Control of Systems with Delay

When attempting to design a control, it is required to first program an adequate mathematical
model of the system. The system and control parameters can then be investigated on the model.
If a proper model of the system already exists, it may be possible to use it for the control itself,
not only for its design. This possibility is a crucial topic in Internal Model Control [66]. Though
a regular approach to control design may be sufficient to ensure the stability of the closed loop, it
does not have to ensure its stability for any uncertainties in the entire model or in the disturbances
that occur [43]. Closed loop synthesis using an internal model can be designed to have these
characteristics. In general, any element of the closed loop, whether it is the plant, disturbance, or
reference, that is known and embedded into the controller as a proper model, enhances the stability
of the closed loop in the presence of uncertainties or variations. There is also a class of Internal
Model Controls that use a model of the delay of the plant, and perhaps the best known of these
is the Smith Predictor. As described above, the basic idea of this control is to use a model of the
plant and a model of its delay for the closed loop. To develop the theory of the Smith Predictor,
transfer functions are utilized as system representation.

Definition 3.6. A transfer function of a system is the ratio between its output and its input.

Let P : C → C be the transfer function of the plant containing a frequency-proportional phase
difference e−s∆tD : C → C where s = jω ∈ C is a frequency-proportional variable with ω ∈ R the
frequency, and j =

√
−1, ∆tD is called delay, and ρ = P

e−s∆tD
: C → C the transfer function of the

model.

Definition 3.7. A transfer function is said to be delayed when its phase difference is frequency-
proportional.

Then it is possible to measure the output of ρ before the output of P . So if there is a controller
C : C → C providing the argument for the plant to be controlled, it is possible to give that
argument to a mathematic model of ρ and to P at the same time [109], as depicted in Figure 3.5.

C

P

ρ

YP

Yρ

Figure 3.5: Principle of Prediction
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Yρ is the output of ρ, and YP is the output of P . Then Yρe
−s∆tD = YP , so that those signals

are identical at different times and the result is the basic principle of prediction. To make this
more clear, it is easy to transpose it to the time-domain as

Yρ =

∫ 0

∞

e−styρdt =

∫ 0

∞

e−styP (t+∆tD) dt = YP e
s∆tD (3.14)

It is now possible to close this open loop as if ρ was the plant to be controlled, like Figure 3.6
suggests:

C

P

ρ

YP

Yρ

−
R

Figure 3.6: Principle of Model Predictive Control

Here R is the reference, that is the desired output signal of P . This closed loop now controls P
as if it had no delay, only that P passes on the desired results with delay, but that fact no longer
affects the stability of the closed loop with C and ρ. The transfer functions of the system depicted
are

Yρ
R

=
Cρ

1 + Cρ
(3.15)

and

YP
R

= PC

(

1− Cρ

1 + Cρ

)

(3.16)

It is plain to see that (3.15) has the same structure as a classical control loop whereas (3.16) is a
typical steering or open-loop system [53]. This may already explain one of the crucial properties
of prediction: It only works on stable plants because unless there is a response of the system that
is used in any way to create a proper input, it is not possible to know whether the given inputs are
suitable or not. Though, for the moment, the problem of controller design is now linear and easier
to stabilize and that is what is called model predictive control [35]. Now if there was a disturbance
in P using the control of Figure 3.6, C would never notice it and the plant could even collapse
without any reaction of the control [31]. This is to be expected, because disturbances would only
affect the real P and not the model ρ. Hence, it is possible to let the output of C be both the
argument of a model of P and the argument of P with disturbances. This setup is shown in Figure
3.7, and is the basic principle of disturbance identification [87].
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C

P

ρe−s∆tD

d

YP

YPd

Figure 3.7: Principle of Disturbance Identification

Here d is the disturbance, YPd
is the output of the real system and YP is the output of the

model. The outputs of the system are

YP = YPd
− d (3.17)

and
YPd

= YP + d (3.18)

The difference between their output signals would therefore be a representation of the disturbance
and could be used to regulate the system input in such a way that the disturbance is identified
and regulated. For most cases, in which disturbances are influencing the plant in a negative way,
that means damping their effect out.
If this difference is used to close the loop, the result is the basic principle of the Internal Model
Control, that is shown completely in Figure 3.8.

C

P

ρe−s∆tD

d

d

YP

−

−

R

YPd

Figure 3.8: Principle of Internal Model Control

This impressive principle is able to identify disturbances due to its transfer functions

YPd

R
= PC ∀ d = 0 (3.19)

and
YPd

d
= 1− PC ∀ R = 0 (3.20)

only because d = YPd
− YP , if and only if P = ρe−s∆tD . Though, it shows the same problematic

property as the prediction principle, that is the characteristic of a steering or open-loop control.
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Therefore, this system is only stable for stable plants, too [88]. Though, it is in the case of stable
transfer functions very easy to design C to eliminate or damp d - An ability that is missing for
regular controllers without internal models [66].
If the plant is stable, it is nevertheless possible to use both principles and even combine them to
maintain a synergy, that is finally called the Smith Predictor [79], see Figure 3.9.

C

P

ρe−s∆tD

ρ

d

d

YP

− − −
R

YPd

Yρ

Figure 3.9: Principle of the Smith Predictor

it is easy to deduce its transfer functions, that are

YPd

R
=

PC

1 + Cρ
=

Cρ

1 + Cρ
e−s∆tD (3.21)

and

YPd

d
=

1− PC + Cρ

1 + Cρ
=

1 + C
(

ρ− ρe−s∆tD
)

1 + Cρ
(3.22)

Now, the control is able to overcome delay [98], damp disturbances and additionally, the controller
design problem has become linear so that it may be designed as if there was no delay [120]. But
there is one significant problem that has been ignored. All equations used the relation ρe−s∆tD = P .
Literally, that means that the model ρe−s∆tD must match the plant P exactly. In fact, uncertainties
may occur, that are within ρ or within ∆tD. The real system may be so complicated, that it is
not trivial to model it mathematically. The delay may vary, too. Both problems are model
uncertainties. An additional aim in controller design is to make the system stable, even in presence
of uncertainties. Such a goal is called robust controller design [8]. Of course, there are also
possibilities of identifying uncertainties and including them in the feedback signal. Examining the
block diagram of the internal model control, one may observe that a similar correction is occuring.
Model uncertainties are comparable to errors in their effect on the feedback signal. Using Figure
3.9, YPd

−YP = d+U
(

P − ρe−s∆tD
)

6= d, where U is the output of C, seems trivial. That means,
that the model uncertainties are already included within the feedback. Ignoring d, whenever P
and ρe−s∆tD differ, it will raise the control gain. This principle, of course, may not only be used
for control, but also for controller optimization and even model optimization. In optimization
theory, there is usually a cost function to minimize. Table 3.1 lists the obvious criteria for the
optimizations named:
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Cost function

Model optimization ‖YPd
− YP ‖i = i

√

∫∞

0
|YPd

− YP |iα dt

Controller optimization ‖R+ YP − YPd
‖i =

i

√

∫∞

0
|R+ YP − YPd

|iα dt

Table 3.1: Optimization Options

Where i ∈ {1, 2, · · · ,∞} is any of the named so called Hi-norms, according to the Hardyc Space
[100] and α an additional weighting.

Definition 3.8. The Hardy Space H is the set all functions ~ that fulfill

max

(

1

2π

∫ 2π

0

∣

∣~
(

reiθ
)∣

∣

p
dθ

)1/p

<∞ ∀ 0 < r < 1, 0 < p <∞ (3.23)

The left term denotes the Hardy measure or Hardy norm, that that was originally meant to
denote the mean value of the modulus of a complex function [41], which is why it is used in
optimization. To visualize this abstract measure, Figure 3.10 reflects the movement of the Hardy
measure for the sin function in the s-plane.

ℑ

ℜ

p = 1 p = 2 p = 3 p = 4 p = 5

p = 6 p = 7 p = 8 p = 9 p→ ∞

0000

0

0
0

2

2

Figure 3.10: Hardy Measures of the sin Function

Since the measure uses the modulus of the complex value, the resulting values are always the
distance of the curve to 0 + 0j at the argument 2π. Easily, the terms of Tabular 3.1 result of the
Hardy measure, plugging in the respective Laplaciand. There are several established values for α
and i, for the given problem especially α = i = 2 [33], the so called H2-optimization according
to the H2-norm. Obviously, the various optimizations still need an input that is then evaluated
versus time. Again, there are several possibilities, as Table 3.2 shows:

Reference 1
2πj

∫ δ+j∞

δ−j∞
Restds Disturbance 1

2πj

∫ δ+j∞

δ−j∞
destds Initial Condition x (t = 0)

0 0 x0
δ 0 0
σ 0 0
0 δ 0
0 σ 0

Table 3.2: Optimization Test Functions

cGodfrey Harold Hardy *1877†1947, English mathematician and philosopher
dPierre-Simon marquis de Laplace *1749†1827, French mathematician and astronomer
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where δ = 0 ∀ t 6= 0 while
∫∞

−∞
δdt = 1 and σ = 0 ∀ t < 0, σ = 1 ∀ t ≥ 0. So a simple example

for a basic optimization procedure is explained in Algorithm 1:

Algorithm 1 Optimization Procedure

1: chose optimization parameter p
2: chose adequate costfunction c
3: i = 0
4: while

∑

ci+2 6=
∑

ci do
5: for j = 1;j = 5;j ++ do

6: use testfunctionj
7: measure c
8: end for

9: p = p+ ǫ
10: if

∑

ci+1 <
∑

ci then
11: p = p+ ǫ
12: else

13: p = p− 2ǫ
14: end if

15: i++
16: end while

where ǫ is a variation of the optimization parameter, often denoted as stepsize and p is a
characteristic value of the model or controller that the cost function is a function of. To get a
better understanding of the proocedure, the process is additionally depicted in Figure 3.11:

iteration step ǫ

loop in case of increasing cost function

adequate initial value

bad initial value

local minimum

global minimum

Figure 3.11: Local Optimization

Obviously, this simple procedure will only converge to the global minimum of c : P → R, that
is c (popt) ≤ c (p) ∀ p ∈ P , if the initial condition p (i = 0) satisfies p− < p (i = 0) < p+ with
dc
dp (p−) =

dc
dp (p+) = 0, d

2c
dp2 (p−) < 0 > d2c

dp2 (pp) and p− < popt < p+. That means that finding the
initial value is often the crucial point in optimization.

3.3 Delay and Offset Measurement

One of the crucial weaknesses of the Smith predictor is its sensitivity to delay uncertainty, as further
described in 3.4. A protocol to establish a synchronization of clocks can provide the network with
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precise delay measurements, but it also provides additional advantages. Once networking elements
are using a shared time domain, systems can interprete data from other systems much better
because they are able to interprete the timestamp contained in this data in the same way that
other systems do. In some cases, it might be even possible to schedule tasks and share them
among the components of the network. In this problem, various solutions have been established
[23] and are listed in Table 3.3.

IEEE 1588 NTP GPS TTP

spacial extent subnets wide area wide area bus
communication network internet satellite bus
accuracy microsecond millisecond microsecond microsecond
style master-slave peer ensemble client-server distributed
latency correction 1 1 1 0
administration 0 1 1 1

Table 3.3: Clock Synchronization Protocols

IEEE 1588 is best suited for the clock synchronization of an autonomous, time-delayed network,
because it includes latency correction, needs no administration and is made for networks, as can
be seen in Table 3.3. This method requires a master-slave architecture in the network, first of all.
Since the aim is not to implement one global, but only a mutual time on all nodes, the network
time can be chosen to have a shared time that is the time of any of the nodes, though it is more
practical to chose a node that is located centrally [24]. This node is called the grandmaster clock.
In the problem of structuring the network, as all other nodes shall have a dependency from this
node, a tree structure is an efficient implementation [86], marking each side of a link between nodes
either as master or as slave. To realize this structure, a spanning tree algorithm [83] similar to
Algorithm 2 is needed:

Algorithm 2 Spanning Tree Algorithm

1: start at node Ea

2: set a = #(pa)
3: for i = 1, i = a; i++ do

4: set port pai =M
5: cross link
6: arrive at node Eb

7: set arrival port pb1 = S
8: set b = #(pb)
9: if b > 1 then

10: for j = 2, j = b; j ++ do

11: set connection pbj =M
12: cross link
13: arrive at node Ec

14: set connection pc1 = S
15: set c = #(pc)
16: if c > 1 then

17:
...

18: end if

19: end for

20: end if

21: end for

where E is an element of the network, p is a port connected to another p via a link, and every
p can either be =M or = S where M means master and S means slave. Using Algorithm 2, every
link has one side denoted M and one S, as Algorithm 2, lines 4, 7, 11, 14 implies. Furthermore,
every node except for the grandmaster has only just one S port and all other ports =M , as to be
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seen in Algorithm 2, lines 3, 10. According to [1], a network element Eordinary that has only one
port # (pordinary) = 1 is called an ordinary clock, compare Algorithm 2, lines 9, 16, and all other
network elements Eboundary with # (pboundary) > 1 are called boundary clocks. In Figure 3.12 a
tree spanning algorithm strucutred network is depicted.

M
M

M

M

M

M

S

S

S

S

S

S

Grandmaster clock

Ordinary clock

Boundary clock

Network element

Port

Link

Figure 3.12: Network Structured by the Tree Spanning Algorithm

The Figure illustrates that the loop within the algorithm breaks when it reaches an ordinary
clock. The algorithm then returns to the last boundary clock, structures all its ports, and afterwards
goes on with the remaining ports of the boundary clock. This continues until the algorithm reaches
the grandmaster and proceeds structuring its ports. When the initial network is finally structured
by Algorithm 2 and the network looks like Figure 3.12, every clock is synchronized by its only
master. Now a protocol has to be implemented on every port that provides values for the offset
∆tO and the delay ∆tD. Therefore, Algorithms 3 and 4 are implemented at master and slave.

Algorithm 3 Synchronization of Master Clocks

1: ∆tO, ∆tD (t1)
2: if tM = t1 then

3: send t1
4: end if

5: if receive t3 then

6: t4 = tM
7: send t4
8: end if
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Where the input variable t1 is the time the algorithm starts working, ∆tO is the offset, that
is the time difference between their inner clocks, ∆tD is the delay, that is the latency or trip-time
of a message from one clock to another and tM is obviously the inner clock of the master port.
Logically, because there is yet no output and the algorithm receives data, there is still the slave
algorithm Algorithm 4 left to define.

Algorithm 4 Synchronization of Slave Clocks

1: if receive t1 then

2: t2 = tS
3: t3 = tS
4: send t3
5: end if

6: if receive t4 then

7: ∆tD = t2−t1+t4−t3
2

8: ∆tO = t2−t1−t4+t3
2

9: end if

10: return ∆tD, ∆tO

Where tS is the inner clock of the slave port. Since the real effects of that algorithm and the
reason for its accuracy and efficiency cannot easily be read out of the Algorithms 4 and 3, Figure
3.13 tries to give a livelier depiction of its functional principle.

tS0

tS0

tM0

tM0

tS

tM

t

∆tO ∆tD

t1

t1

t1

t2

t2 t1 t3

t3

t4

t4

t4

-

=

=

+ +

+

Figure 3.13: Functional Principle of Network Time Synchronization



22 3 Principles

Where t is the absolute, global time, tS , tM are the inner clocks of S and M , tS0
, tM0

are the
absolute times for tS = 0, tM = 0, the dashed lines depicting delays, the dashed arrows depicting
messages and the variables next to them the content of those. It is important that tS and tM are
different dimensions, therefore t1 ∈ tS 6= t1 ∈ tM , because every clock interpretes the time values in
a different way due to their distinct values of t0. The patterned rectangles in Figure 3.13 represent
the equations that the protocol is based on [24].

(t4 ∈ tS)− t3 = ∆tD +∆tO (3.24)

(t1 ∈ tS)− t2 = ∆tO −∆tD (3.25)

The results of (3.24)−(3.25) and (3.24)+(3.25) are

(t4 ∈ tS)− t3 + t2 − (t1 ∈ tS) = 2∆tD (3.26)

(t4 ∈ tS)− t3 + (t1 ∈ tS)− t2 = 2∆tO (3.27)

Plugging (3.26) and (3.27) into Algorithm 4 l.7,8, the result for ∆tO according to Algorithm 4 and
[1] is the negative value of the ∆tO depicted in Figure 3.13. Since there are only two types of offset
possible, tS0

> tM0
, and tS0

< tM0
, this fact proves the correctness of the functional principle,

because the entire literature uses examples with tS0
> tM0

while Figure 3.13 uses tS0
< tM0

.
Therefore, using the official formulas, to synchronize the slave clock, the network element has to
set tS +∆tO = tM . In addition, the unsigned latency ∆tD is known.

3.4 Problems

The principles that were explained in this chapter are all established and have been studied and
optimized in various ways for years. Though, because these principles are rarely used together, it
may be possible to alter them in several ways, and, by doing that, open new applications. The
most common problems are the lack of robustness and fault tolerance. For application in networks,
the best-known problem of the smith-controller is its sensitivity to delay errors [58]. In traditional
controller design, the basic aim is to have a denominator of the transfer function that is < 0. Using
(3.21), the stability criterion for the smith-controller is

|1 + Cρ| > 0 (3.28)

Now, that there is a uncertainty in delay, that is
∣

∣e−s∆tD∼ − e−s∆tD
∣

∣, where ∆tD is the real and
∆tD∼

the estimated delay. The open loop including uncertainties must still be within that stable
region [117], that is a robust behavior:

|1 + Cρ| > |Cρ|
∣

∣e−s∆tD∼ − e−s∆tD
∣

∣ (3.29)

Hence, the smith-predictor is robust until the error in delay estimation or delay measurement
exceeds |∆tD∼

−∆tD| for a value of ∆tD∼
that satisfies (3.29). The major problem about the

sensitivity described above is that delays may vary very fast, especially in networks. If there are
effect like jitter, delay variation or package loss [106] due to fluctuation in the signal delay because
of electromagnetic interference, crosstalk with other signals, signal clock variation, or insufficient
bandwidth, then istabilities may occur. Most strategies have used probabilistic approaches for the
prediction of ∆tD (t) [4]. These methods therefore introduce additional uncertainties. Figure 3.14
[21] depicts the measurement of a two-way packet delay variation, that means that packets are sent
in a fixed frequency in both directions and the frequency of arrival is measured in both directions,
where the graph shows the absolute frequency of the appearance of differences of delay values from
the average [21].
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Figure 3.14: Two-Way Packet Delay Variation

Obviously, the Gaussian Normal Distribution, that is often used for probabalistic delay es-
timation, can only describe the appearance of delay variation in an approximate and possibly
inadequate way. The effect looks rather like a mixture of a Gaussian Normal Distribution and
another distribution possibly representing electronic noise.

Also, there is a numeric problem when two elements of the network, that are usually solving
equations discrete, have offset computation sequences. This is easy to understand if two solvers use
a step size of one hour, where one of them was started directly after the other. Then the message
will arrive at time, but the content will not be used before one hour has passed.

Another problem is fault-intolerance of the IEEE 1588 protocol due to its grandmaster-dependent
architecture. It is easy to see, that if the grandmaster, or only one of its direct connections to a
boundary clock collapses, the whole system or a whole branch of the tree will have no delay or
offset measurement at all. Figure 3.15 shows those examples:

Unsynchron
Regions

Collapsed
Elements

Figure 3.15: Failure in Tree structures

It may be dire, if the unsynchronized regions of the network have a control that is heavily
dependent on delay measurement or solvers that are heavily dependent on offset measurement,
as described above. This is especially true when instabilities in those network elements can also
cause instabilities in physical systems. The fourth and last of the named problems is that most
approaches dealing with the phenomenon of system synchronization [39] in coupled systems require
symmetric couplings [19], in most cases even a bilateral coupling in a ring [74] and a structure with
no delays, that the given network structures lack. Figure 3.16 outlines two examples:
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∼∼

∼

M ∼

S

3 Bidirectional Coupled Oscillators in a Ring Coupling of a Smith Predictor

Figure 3.16: Coupling Types

Though other couplings and also systems with delay have been discussed [116], these solutions
are not applyable to control systems because there is no reference signal. The solutions to those
systems tend to be very complex and are often not feasible for real-time systems, therefore an
extremely high understanding of the system is required, to simplify those methods to the utmost.
The named problems are the ones were known previous to this work and that will occur while
solving the initial problem. All of those will have to be overcome within the synthesis.



4
Synthesis

This chapter attempts to provide a generic method for the monitoring of delayed systems in net-
works. In the beginning, an alternated Smith Predictor will be introduced, that uses a realtime
model as a reference. A modal analysis will be conducted on this control using the Lambert W
function. The coupling terms of this framework will furthermore be analyzed according to its latent
roots, where theorems on block matrix analysis, symmetric polynomials, and root optimization will
be utilized. The results will be evaluated critically, giving reasons for the development of a new
framework called the Zero Row Sum Negative Trace Control. In the following sections the mea-
suring of delay and the analysis of the network causing the delay will be focused. First, the basic
delay measurement protocol will be generalized to a continuous implementation. Afterwards, the
master / slave hierarchy will be altered to a more fault tolerant structure. Therefore, the network
topology will have to be changed, as well, using implications from graph theory.

4.1 Smith Synchronization

The basis of Smith Synchronization uses a Smith Predictor. Classical controllers are expected to
make a plant follow a reference. Now, the idea is to replace the reference by a model of the plant,
so that the plant follows the model and the model can be monitored instead of the plant, as Figure
4.1 shows.

−

− −
GM K e−∆tDsGS

G∼ e−∆tDs

Figure 4.1: Smith Synchronization

Definition 4.1. The structure in Figure 4.1 is called Smith Synchronization.
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Let
ẋi = f (xi) +B ui (4.1)

y
i
= C xi (4.2)

be the state-space equation of Gi ∀ i = M,S,∼, where xi ∈ R
n is the state vector, ẋi =

dxi

dt ∈ R
n

its time-derivative, u ∈ R
n is the input signal, f : Rn → R

n is a vector-valued function describing
the sensitivity of ẋ from x, B ∈ R

n×n is a matrix containing sensitivities of ẋi for ui and C is the
output matrix, describing how the states of i leave the sytem. From Figure 4.1, let

uM = 0 (4.3)

uS = CK [xM (t−∆tD)− x∼ (t−∆tD)− xS (t−∆tD)] (4.4)

u∼ = CK [xM − x∼ − xS − xM (t−∆tD) + x∼ (t−∆tD) + xS (t−∆tD)] (4.5)

so that (4.1) looks like
ẋM = f (xM ) (4.6)

ẋS = f (xS) +B CK [xM (t−∆tD)− x∼ (t−∆tD)− xS (t−∆tD)] (4.7)

ẋ∼ = f (x∼) +B CK [xM − x∼ − xS − xM (t−∆tD) + x∼ (t−∆tD) + xS (t−∆tD)] (4.8)

Now let χ =
[

xS xM x∼
]T ∈ R

3n and χ̇ =
dχ

dt its time-derivative, then

χ̇ =





f (xS)
f (xM )
f (x∼)



+





0 0 0
0 0 0

−B CK B CK −B CK



χ+ (4.9)

+





−B CK B CK −B CK
0 0 0

B CK −B CK B CK



χ (t−∆tD) (4.10)

It is now possible to compute the first variation of χ, which will be refferred to as ξ ∈ R
3n, with

its time-derivative ξ̇ =
dξ

dt ∈ R
3n.

ξ̇ =



I3 ⊗
∂f

∂x
+





0 0 0
0 0 0
−1 1 −1



⊗B CK



 ξ +









−1 1 −1
0 0 0
1 −1 1



⊗B CK



 ξ (t−∆tD) (4.11)

With a shorter expression for the Jacobiana and substitutions for the coupling matrices, (4.11)
becomes

ξ̇ =
(

I3 ⊗∇
(

f
)

+ Γt ⊗B CK
)

ξ + (Γt−∆tD ⊗B CK) ξ (t−∆tD) (4.12)

Definition 4.2. The coupling configuration matrices of the Smith Synchronization are

Γt =





0 0 0
0 0 0
−1 1 −1



 ∧ Γt−∆tD =





−1 1 −1
0 0 0
1 −1 1



 (4.13)

In this form it is obvious that the whole differential equation has to be analyzed for statements
about system state stability, whereas Γt ⊗ B CK and Γt−∆tD ⊗ B CK are to be subjected to
critical scrutiny in terms of synchronization.

Therefore, the coupling dynamics ψ̇ = Γtψ+Γt−∆tDψ (t−∆tD) will be analyzed, where ψ ∈ R
3

is a variable that has the same modes in its dynamics as the smith synchronization, except for the
inner dynamics of each system that are still described by f . The first step is to conduct a modal
analysis of ψ. The Smith synchronization is said to be able to synchronize M and S.

Lemma 4.1. The Smith synchronization induces a synchronized state for M and S.

aCarl Gustav Jacob Jacobi *1804†1851, German mathematician
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Proof. The roots of the state-space-equation of ψ are the solutions in s to

sI = Γt−∆tDe
−s∆tD + Γt (4.14)

Expanding by ∆tDe
(sI−Γt)∆tD , this transcendental characteristic equation can be rewritten as

(sI − Γt)∆tDe
(sI−Γt)∆tD = Γt−∆tD∆tDe

Γt∆tD (4.15)

The equation now has the form to apply the Lambertb W function.

Definition 4.3. The Lambert W function is the solution in W to z =WeW .

Obviously, z is not injective, so that W is multivalued.

Definition 4.4. The k sets of solutions toW are called the branches ofW . k = {k ∈ Z| −∞ ≤ k ≤ ∞}.
The kth solution of W is denoted as Wk. W0 is called the principal branch.

The Lambert W function can be used to find the infinite set of solutions in transcendental
algebraic equations.

Obviously, W
(

Γt−∆tD∆tDe
Γt∆tD

)

= (sI − Γt)∆tD.

Lemma 4.2 ([5]). The roots of ẋ = Γt−∆tD x (t−∆tD) + Γt x are the elements

of σ
(

1
∆tD

W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt

)

.

Using Lemma 4.2, the eigenvalues of ψ are the elements of the set

σ
(

1
∆tD

W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt

)

. Let Λ = diag {σ}, then

V −1

(

1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt

)

V = Λ (4.16)

denotes the well known similarity transform where V is the modal matrix and the modes of ψ its
columns. Using Sylvester’sc formula,

eΓt∆tD = V (Γt∆tD)Λ (Γt∆tD)V −1 (Γt∆tD) (4.17)

Because σ (Γt∆tD) = {0, 0,−∆tDK}, its eigenvalues build the matrix

V (Γt∆tD) =





−1 1 0
0 1 0
1 0 1



 (4.18)

so that the matrix exponential results in

eΓt∆tD =





1 0 0
0 1 0

e−∆tDK − 1 −e−∆tDK + 1 e−∆tDK



 (4.19)

The argument of the Lambert W function is the matrix

Γt−∆tD∆tDe
Γt∆tD =





−TKe−TK TKe−TK −TKe−TK

0 0 0
TKe−TK −TKe−TK TKe−TK



 (4.20)

Obviously, rank
(

Γt−∆tD∆tDe
Γt∆tD

)

= 1 and σ
(

Γt−∆tD∆tDe
Γt∆tD

)

= {0, 0, 0}. The eigenvalue
zero has the algebraic multiplicity 3 but only a geometric multiplicity of 2. There is no similarity
transform to this matrix, so that is is not possible to apply Sylvester’s formula. Since the matrix
is nilpotent with

(

Γt−∆tD∆tDe
Γt∆tD

)ϕ
= 0 ∀ ϕ > 1, the matrix Lambert W function can instead

bJohann Heinrich Lambert *1728†1777, Alsatian mathematician, logician, physicist and philosopher
cJames Joseph Sylvester, *1814†1897, English mathematician
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be expressed as a fast converging sum. Since the principal branch of the Lambert W function is
defined as

W0 (z) =

∞
∑

n=1

(−n)n−1

n!
z,

it converges after the first element in this case, so that

W
(

Γt−∆tD∆tDe
Γt∆tD

)

= Γt−∆tD∆tDe
Γt∆tD (4.21)

The matrix that defines the latent roots and modes of the Smith synchronization has the form

1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt = (4.22)

=









−Ke−∆tDK Ke−∆tDK −Ke−∆tDK

0 0 0

K
(

e−∆tDK − 1
)

−K
(

e−∆tDK − 1
)

K
(

e−∆tDK − 1
)









with σ
(

1
∆tD

W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt

)

= {−K, 0, 0} and the respective modal matrix

V =





− e−∆tDK

e−∆tDK−1
−1 1

0 0 1
1 1 0



 (4.23)

The mode corresponding to the third eigenvector is a synchronized state of S and M that is not
damped. All other modes have eigenvalues with non-positive real parts. The k 6= 0 branches of
the Lambert W function can be ignored since the real parts of the roots are strictly monotonically
decreasing with increasing k.

Therefore, the Smith Synchronization has a synchronized state, but it not yet said to be syn-
chronizable. The problem is the nature of the second mode of this system. This undamped mode
is proportional to the behaviour of system ∼ and is added to the inner motion f of system S and
the synchronized motion.

Lemma 4.3. The Smith Synchronization is not synchronizable for all ∆tD > 0.

Proof. The second mode of the Smith Synchronization is undamped with the eigenvector [1 0 − 1].
Without that mode, systems S and M are synchronizable. Now there is an additional motion of S
antiproportional to the motion of ∼, so that |xS − xM | ∝ x∼. The input signal of ∼ is proportional
to 1− e−∆tDs, that is > 0 ∀ ∆tD > 0.

Definition 4.5. A system with a synchronized state, nonpositive latent roots and at least one
more latent root with real part zero is said to achieve ragged synchronization. The remaining error
∣

∣xi − xj
∣

∣ = e is called synchronization error.

Lemma 4.4. The Smith synchronization is said to achieve ragged synchronization with a synchro-
nization error bounded by and proportional to ∆tD.

At this point it is possible to show the convergence of the modes in the sense of attraction
in the state space. By initiating the systems with different conditions and a stable differential
equation ẋ = −x + u each, the developments of the modes can be plotted versus time. These
modal attractors are depicted in Figure 4.2.



4.1 Smith Synchronization 29
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−15

0

0

0

ψ̇
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−1

1

∼
M
S

ψM (t = 0)
e→ 0
ψS (t = 0)

Figure 4.2: Modal Attractors of the Smith Synchronization

It is possible to see that the modes of S and M are attracted to the same point for any initial
offset. The offset decreases exponentially. To investigate this function closer, the dynamics of the
coupling are started with different delays for the test function ẋ = −x+ u. This time, the results
are not depicted in the state space, but as the synchronization error versus time as shown in Figure
4.3.

e0

e

0

0

t

5

K = 1
K = 10
K = 100

∆tD = 1
∆tD = 0.1
∆tD = 0.01

Figure 4.3: Synchronization Errors of the Smith Synchronization
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With these results, the error convergence function can be stated as e = e0e
−K(t−∆tD)/100 for

that case. However, though the modes converge when there is no motion in each system, there is
still the second mode that bounds the final synchronization error for any system motion. Because
the exact process cannot be generalized, the worst case will be shown in an example.

Example. A simple nonlinear dynamic system is considered in a Smith synchronization. The
system is said to be described by the state space equation

ẋi =

[

x2i2xi1
cosxi2

]

+ I2ui ∀ i =M,S,∼ (4.24)

This system has a strong dependence on the system ∼ since the cosine function already has a
certain dynamic behavior, although the input might be delayed. Such systems are usually not very
efficient in a Smith synchronization. The reference model of the Smith synchronization has an
input function

uM = sin t (4.25)

that is therefore also the input function for the Smith synchronization and for system M , respec-
tively. The attractors of systems M and S for this input are depicted in Figure 4.4.

xM1
, xS1

xM2
, xS2

t = ∆tD

S

M

ẋ

x

−1
−1

0

0

+1

+1

Figure 4.4: Worst Case of Smith Synchronization

The impact of the strong dependence on the delay is obvious. The systems have a similar
behavior, but do not converge at all. Both enter a limit cycle at a different place in the state space.

The crucial property of the discussed control is, of course, the system delay. In terms of
synchronization, its nonsymmetrical coupling is noteworthy as well. It is not longer possible to
compute the stability of a single matrix that is symmetric and zero row sum. The problem here
requires the analysis of two matrices, that are connected nonlinearly, neither of which is symmetric
nor zero row sum. A zero eigenvalue of a coupling matrix represents a Hopf bifurcation. Though
both coupling matrices are singular, it is not trivial to find out wether the coupling equations
undergo a Hopf bifurcation when analyzing both of them. An approach used to guarantee stability
in general, so that a system contains only eigenvalues smaller than zero, is to be found in the
theorem of Mori [72]. In the given problem, the aim is to have one eigenvalue of the coupling terms
be zero and all others negative. Mori’s theorem utilizes the matrix measure µ (M) [118].

Definition 4.6. The function µi of a matrix M is its matrix measure

µi (M) = lim
θ→0

‖1 + θM‖i − 1

θ
∀ i = 1, 2,∞ (4.26)
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Theorem 4.1. The coupling equation achieves asymptotic stability if any i ∈ {1, 2,∞} fulfills

µi (Γt ⊗B CK) + ‖Γt−∆tD ⊗B CK‖i = 0 (4.27)

The matrix measure can be simplified to

µ1 (M) = max
j






ℜ (mjj) +

n
∑

i=1
i6=j

|mij |






(4.28)

µ2 (M) = max
j

(

λj (M +M∗)

2

)

(4.29)

µ∞ (M) = max
j






ℜ (mjj) +

n
∑

i=1
i6=j

|mji|






(4.30)

Where M = {mij} ∈ C
n×n, σ (M) = (λ1, · · · , λn) is the set of eigenvalues, that is the set of

solutions of the latent roots of |M − Inλ| = 0 and M∗ = M̄
T
is the adjoint. Furthermore, ‖M‖

is the operator norm that is defined as

‖M‖i = max
z 6=0

(‖M z‖i
‖z‖i

)

∀ i = 1, 2,∞ (4.31)

each induced by the respective vector norm

‖z‖i = i

√

√

√

√

n
∑

j=1

|zj |i ∀ i = 1, 2,∞ (4.32)

where z =
[

z1 · · · zn
]

∈ R
n so that they simplify to

‖M‖1 = max
j

(

n
∑

i=1

|mij |
)

(4.33)

‖M‖2 = max
j

(Σj (M)) (4.34)

‖M‖∞ = max
j

(

n
∑

i=1

|mji|
)

(4.35)

where Σ (M) =
(

ρ1, · · · , ρr(M)

)

is the set of singular values.

Definition 4.7. The set Σ of a matrix M is the set of the solutions to
M = U Ξ V ∗ where U ∈ R

n×n, V ∈ R
n×n are matrices with U∗U = In, V ∗V = In and

Ξ =

[

diag {Σ(M)} 0rank(A)×n−rank(A)

0n−rank(A)×rank(A) 0n−rank(A)×n−rank(A)

]

where 0 is the zero matrix of the appropriate

dimension.

Computing of all µi (Γt ⊗B CK) and ‖Γt−∆tD ⊗B CK‖i tends to be complex or impossible
for dim (B CK) > 1. Since dim (Γt ⊗B CK) = dim (Γt−∆tD ⊗B CK) = 3 dim (B CK) and
(4.27) tends to be untrue for most i = 1,∞. Thus, this thesis will focus on a symbolic computation
for i = 2.
The major problem is the special eigenvalue problem for (Γt ⊗B CK)

∗
+ (Γt ⊗B CK) and

(Γt−∆tD ⊗B CK)
∗
(Γt−∆tD ⊗B CK). Because the Kronecker notation allows a block represen-

tation of the matrices, this thesis will use the Williamsond theorem [113].

dJohn Williamson *1901†1949, Scottish mathematician
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Theorem 4.2. The set σ of a matrix M of the form

M = f (M1, · · · ,Mk) ∈ R
n×n ∧Mi ∈ R

n
√

k
× n

√
k ∀ i = 1, · · · , k (4.36)

where f : Rn → R
n is a matrix-valued function, holds

σ (M) = σ (f (diag {σ (M1)} , · · · , diag {σ (Mk)})) (4.37)

Applied to the given problem, it means that

∣

∣(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)− I3nλ

∣

∣ =
∣

∣

∣Γ
T
t ⊗CT BTK + Γt ⊗B CK − I3nλ

∣

∣

∣ = (4.38)

= (−λ)2n
n
∏

i=1

(

λi

(

−B CK −CT BTK
)

− λ
)

−

− (−λ)n
n
∏

i=1

(

λi

(

−CT BTK
))2

− (−λ)n
n
∏

i=1

(

λi

(

CT BTK
))2

=

= (−λ)2n
n
∏

i=1

(

λi

(

−B CK −CT BTK
)

− λ
)

− 2 (−λ)n
n
∏

i=1

(

λi

(

−CT BTK
))2

(4.39)

Since (Γt ⊗B CK)
∗
+ (Γt ⊗B CK) =

[

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

]T
, the roots of (4.39)

must be real and because the polynomials major power is built from products, and so the polynomial
must be monic. Also, its span is 3n− n = 2n. Since it is monic with
ℑ
(

λi
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

))

= 0 it can also be rewritten as

3n
∏

i=1

(

λ−
(

λi
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)))

=

3n
∑

i=0

(−1)
i
a3n−iλ

3n−i (4.40)

Then, the Newtone identities [70] can be applied.

Theorem 4.3. Let ek (a1, · · · , an) denote the elementary symmetric polynomical
∑

1≤j1<j2<···≤jk
aj1 · · · ajk and pk (a1, · · · , an) the k-th power sum

∑n
i=1 a

k
i , then the Newton iden-

tities are stated

kek =

k
∑

i=1

(−1)
i−1

ek−ipi (4.41)

Now in reverse, every ith power sum of the latent roots can be expressed as the elementary
symmetrix polynomoal of the respective ai:

3n
∑

i=1

λ0i
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

= a3n = 1 (4.42)

3n
∑

i=1

λ1i
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

= a3n−1 (4.43)

3n
∑

i=1

λ2i
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

= a23n−1 − 2a3n−2 (4.44)

3n
∑

i=1

λ3i
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

= a33n−1 − 3a3n−1a3n−2 + 3an−3 (4.45)

...

eIsaac Newton *1643†1727, English physicist, mathematician, astronomer, philosopher, alchemist and theologian
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Where (4.43) would also be the solution to the Law of Vietaf [32] with substitution of a3n = 1.
Now that both the matrix norm (4.34) and the matrix measure (4.29) are only functions of max-
imums among the set of latent roots, there is a possibility to set bounds for the extreme values
among the solutions of (4.39), subject to the constraints (4.43), (4.44). Hence, the method of
Lagrangeg multipliers [84] will be used. The extremes in the function

α
(

λ2
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

, · · · , λ3n
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

))

= (4.46)

= λ1
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

= const

have to be found, subject to the constraints (4.43), (4.44)

β
(

λ2
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

, · · · , λ3n
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

))

= (4.47)

=

3n
∑

i=1

λ1i
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

− a3n−1 = 0

γ
(

λ2
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

, · · · , λ3n
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

))

= (4.48)

=

3n
∑

i=1

λ2i
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

− a23n−1 + 2a3n−2 = 0

So that the Lagrange function
ℓ = α− ϕ1β − ϕ2γ (4.49)

where ϕ1, ϕ2 are the Lagrange multipliers, solves the extremes of α for

∇ℓ = 0 (4.50)

Out of the system of (4.50), 3n + 1 equations are obtained, two of those representing (4.43) and
(4.44). All other 3n− 1 conditions are

λ1 + ϕ1 + 2ϕ2λi = 0 ∀ i = 2, · · · , 3n (4.51)

The system (4.51) is now fully determined and its solution is

λi = λj ∀ i, j = 2, · · · , 3n (4.52)

in the extremes of any λ1. Plugging this condition for an extreme in λ1 in (4.43) and (4.44), the
results are

λ1 + (3n− 1)λ2 = a3n−1 (4.53)

λ21 + (3n− 1)λ22 = a23n−1 − 2a3n−2 (4.54)

Plugging (4.53) into (4.54) to obtain a single expression for λ1,

λ21 + (3n− 1)

(

a3n−1 − λ1
3n− 1

)2

= a23n−1 − 2a3n−2 (4.55)

λ21 −
2a3n−1

3n
λ1 + a23n−1

(

2− 3n

3n

)

+ a3n−2

(

6n− 2

3n

)

= 0 (4.56)

Lemma 4.5. The bounds of the latent roots of (4.39) are within the interval

[

a3n−1

3n
+

√

a23n−1

(

9n2 − 6n+ 1

9n2

)

− a3n−2

(

6n− 2

3n

)

, (4.57)

a3n−1

3n
−
√

a23n−1

(

9n2 − 6n+ 1

9n2

)

− a3n−2

(

6n− 2

3n

)

]

=

fFrancois Viete *1540†1603, French mathematician
gJoseph-Louis Lagrange *1736†1813, Italian mathematician and astronomer
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=

{

λ
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

∈ R

∣

∣

∣

∣

∣

a3n−1

3n
+

√

a23n−1

(

9n2 − 6n+ 1

9n2

)

− a3n−2

(

6n− 2

3n

)

>

> λ
(

(Γt ⊗B CK)
∗
+ (Γt ⊗B CK)

)

>
a3n−1

3n
−
√

a23n−1

(

9n2 − 6n+ 1

9n2

)

− a3n−2

(

6n− 2

3n

)

}

It is, however, not useful to know the bounds of the zeros that are to be found as a function of
the polynomial coefficients of (4.39) without knowing the coefficients. Having a close look at the
products, some of the terms may be generalized [32], such as

λ3n + λ3n−1

(

−
n
∑

i=1

λi

(

−B CK −CT BTK
)

)

+ (4.58)

+λ3n−2





1

2

(

n
∑

i=1

λi

(

−B CK −CT BTK
)

)2

− 1

2

(

n
∑

i=1

λ2i

(

−B CK −CT BTK
)

)



+

+ · · ·λ3n−3 + · · ·
Looking at the definition of the coefficients in (4.40), one may note that the Newton identity uses
alternating signs [70]. Therefore, whenever using (4.57), the following relations hold:

a3n−1 =

n
∑

i=1

λi

(

−B CK −CT BTK
)

(4.59)

a3n−2 =
1

2

(

n
∑

i=1

λi

(

−B CK −CT BTK
)

)2

− 1

2

(

n
∑

i=1

λ2i

(

−B CK −CT BTK
)

)

(4.60)

Now the matrix measure induced by the 2-norm can be expressed as

µ2 (Γt ⊗B CK) = max
j

(

λj
(

(Γt ⊗B CK) + (Γt ⊗B CK)
∗)

2

)

= (4.61)

=
1

2

[

(

∑n
i=1 λi

(

−B CK −CT BTK
))

3n
+

+

[( n
∑

i=1

λi

(

−B CK −CT BTK
)

)2(
9n2 − 6n+ 1

9n2

)

−
(

1

2

(

n
∑

i=1

λi
(

−B CK −CT BTK
)

)2

−

−1

2

(

n
∑

i=1

λ2i
(

−B CK −CT BTK
)

)

)(

6n− 2

3n

)]1/2
]

To complete the computation of (4.27), a representation of ‖Γt−∆tD ⊗B CK‖2 must be found. It is
well known that a numeric solution for the singular values is possible, as stated above, but the given
method will approach it through the symbolic solution of the eigenvalues of (Γt−∆tD ⊗B CK)

∗

(Γt−∆tD ⊗B CK), very similar to the technique used above. First of all, the special eigenvalue
problem can be rewritten as

∣

∣(Γt−∆tD ⊗B CK)
∗
(Γt−∆tD ⊗B CK)− I3nλ

∣

∣ = (4.62)

=
∣

∣

∣

(

ΓT
t−∆tD ⊗CT BTK

)

(Γt−∆tD ⊗B CK)− I3nλ
∣

∣

∣ =

=
∣

∣

∣

(

ΓT
t−∆tDΓt−∆tD

)

⊗CT BTC BK2 − I3nλ
∣

∣

∣ =

=

n
∏

i=1

(

λi

(

2CT BTC BK2
)

− λ
)3

+ 2

n
∏

i=1

λ3i

(

2CT BTC BK2
)

−



4.1 Smith Synchronization 35

−3

n
∏

i=1

λ2i

(

2CT BTC BK2
)(

λi

(

2CT BTC BK2
)

− λ
)

So that, obviously, in this case

a3n−1 =

n
∑

i=1

3λi

(

2CT BTC BK2
)

(4.63)

a3n−2 =
1

2

(

n
∑

i=1

3λi

(

2CT BTC BK2
)

)2

− 1

2

n
∑

i=1

3λ2i

(

2CT BTC BK2
)

(4.64)

Again, because
[

(Γt−∆tD ⊗B CK)
∗
(Γt−∆tD ⊗B CK)

]T
=
[

(Γt−∆tD ⊗B CK)
∗
(Γt−∆tD ⊗B CK)

]

holds and because every singular value is a square root of the eigenvalue of the self-adjoint operator,
it is possible to denote

‖Γt−∆tD ⊗B CK‖2 = max
j

(σj (Γt−∆tD ⊗B CK)) = (4.65)

=

[

(

∑n
i=1 3λi

(

2CT BTC BK2
))

3n
+

[( n
∑

i=1

3λi

(

2CT BTC BK2
)

)2(
9n2 − 6n+ 1

9n2

)

−

−
(

1

2

(

n
∑

i=1

3λi

(

2CT BTC BK2
))2

− 1

2

n
∑

i=1

3λ2i

(

2CT BTC BK2
)

)(

6n− 2

3n

)]1/2
]1/2

Lemma 4.6. The criterion for a zero eigenvalue of the coupling term and a Hopf bifurcation in
the differential equations of Smith Synchronization is

ℜ (ς) =
1

2

[

(

∑n
i=1 λi

(

−B CK −CT BTK
))

3n
+ (4.66)

+

[( n
∑

i=1

λi

(

−B CK −CT BTK
)

)2(
9n2 − 6n+ 1

9n2

)

−
(

1

2

(

n
∑

i=1

λi
(

−B CK −CT BTK
)

)2

−

−1

2

(

n
∑

i=1

λ2i
(

−B CK −CT BTK
)

)

)(

6n− 2

3n

)]1/2
]

+

+

[

(

∑n
i=1 3λi

(

2CT BTC BK2
))

3n
+

[( n
∑

i=1

3λi

(

2CT BTC BK2
)

)2(
9n2 − 6n+ 1

9n2

)

−

−
(

(1

2

(

n
∑

i=1

3λi

(

2CT BTC BK2
))2

− 1

2

n
∑

i=1

3λ2i

(

2CT BTC BK2
)

)(

6n− 2

3n

)]1/2
]1/2

= 0

The criterion holds for the trivial case of K = 0. However, there is no possibility of realizing a
control, then. If the elements of the coupling matrices hold the same condition, that is the trivial
solution of setting all of them zero for inducing a synchronized state, there is no possibility of
granting synchronization for arbitrary delays. There is, nevertheless, a possibility of spanning a
parameter space of the coupling terms and the delay that still satisfies the boundary stability for
the coupling differential equation so that synchronization is still possible. The condition is stated
in the second theorem of Mori [73].

Theorem 4.4. When (4.66) does not hold, the coupling terms of (4.12) are instable, whenever
the roots of

∣

∣

[

I3nλ− Γt ⊗B CK − Γt−∆tD ⊗B CKe−∆tDλ
]∣

∣ ∈ [0 + 0j, ς] (4.67)

where [0 + 0j, ς] is a rectangular parameter plane in the s-plane, that is bound in ℜ by [0,ℜ (ς)] =
{ℜ (λ) ∈ R|0 ≤ ℜ (λ) ≤ ℜ (ς)}. ℜ (ς) is defined by the criterion from 4.66, and in ℑ by [±ℑ (ς) j] =
{ℑ (λ) ∈ C| − ℑ (ς) j ≤ ℑ (λ) ≤ +ℑ (ς) j} where ℑ (ς) is defined by

ℑ (ς) = µ2 (−jΓt ⊗B CK) + ‖Γt−∆tD ⊗B CK‖2 (4.68)
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In fact, ℑ (ς) is very similar to (4.27), which is why only the first part has to be computed.
Therefore, 1

2 max
(

σ
(

[Γt ⊗−B CKj] + [Γt ⊗−B CKj]
∗))

is needed. The term simplifies to

µ2 (−jΓt ⊗B CK) =
1

2
jmax

(

σ
([

ΓT
t − Γt

]

⊗B CK
))

(4.69)

Here it is important to note that any real matrix M −MT with {mij} ∈ R has purely imaginary
latent roots. Therefore, (4.57) would not hold. Expanding by j, the latent roots become purely
real and symmetrical to the imaginary axis. Hence it is well known, that

n
∑

i=1

λi

(

B CK −CT BTK
)

= 0 (4.70)

so that the second Newton identity simplifies to

a3n−2 = −1

2

n
∑

i=1

(jλi)
2
(

B CK −CT BTK
)

(4.71)

and the first one to zero. That is why

µ2 (−jΓt ⊗B CK) =

√

√

√

√

3n− 1

12n

n
∑

i=1

(jλi)
2
(

B CK −CT BTK
)

(4.72)

The decision whether the roots of (4.67) are located in the instable rectangle or not turns out to
be hard. It is more convenient to instead find
σ
(

Γt ⊗B CK − Γt−∆tD ⊗B CKe−∆tD [0+0j,ς]
)

and ensure its stability. It is plain to see that this
matrix is always singular. The characteristic polynomial has the leading terms

n
∏

i=1

λi

(

−B CKe−∆tD [0+0j,ς]
)

− λ
n
∏

i=1

λi

(

B CKe−∆tD [0+0j,ς] −B CK
)

− λ (4.73)

So that Newton’s first identity is

an−1 =

n
∑

i=1

λi

(

−B CKe−∆tD [0+0j,ς]
)

+ λi

(

B CKe−∆tD [0+0j,ς] −B CK
)

(4.74)

Now, that (−B CK)
(

B CKe−∆tD [0+0j,ς]
)

=
(

B CKe−∆tD [0+0j,ς]
)

(−B CK) is satisfied,

σ
(

B CKe−∆tD [0+0j,ς] −B CK
)

⊆
{

σ (−B CK) + σ
(

B CKe−∆tD [0+0j,ς]
)}

holds. By that, an−1

simplifies to an−1 =
∑n

i=1 λi (−B CK) and an−2 to

an−2 =
1

2

((

n
∑

i=1

λi (−B CK)

)2

− (4.75)

−
(

(

2e−2∆tD [0+0j,ς] − 2e−∆tD [0+0j,ς] − 1
)

n
∑

i=1

λ2i (−B CK)

))

Furthermore, the order of this particular equation is reduced due to its singularities.

Lemma 4.7. In every case that (4.66) does not hold, stability can be granted when

ℜ
[

∑n
i=1 λi (−B CK)

2n
+

((

n
∑

i=1

λi (−B CK)

)2
4n2 − 4n+ 1

4n2
−
((

n
∑

i=1

λi (−B CK)

)2

− (4.76)

−
(

(

2e−2∆tD [0+0j,ς] − 2e−∆tD [0+0j,ς] − 1
)

n
∑

i=1

λ2i (−B CK)

))

2n− 1

2n

)1/2]

= ζ ≤ 0
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4.2 Zero Row Sum Negative Trace Control

The Weakness of the Smith Synchronization is its second mode. This mode sets an upper and lower
bound to the asymptotic synchronization error. A control that does not induce such a mode is
desirable. Since the Lambert W function allows an analytic solution of time-delayed couplings, this
design issue is simplified. Referring to the example of the two-mass-damper system again, there

already is an example for an optimal type of coupling matrix, that is of form

[

−m m
m −m

]

∀ m > 0.

Since the modes of transcendental coupling equations are defined by the modal matrix of the matrix
1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt, the idea is to bring this matrix to a form that holds

1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt ∝
[

−1 1
1 −1

]

(4.77)

tr

(

1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt

)

< 0 (4.78)

ℑ
(

tr

(

1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt

))

= 0 (4.79)

With Γt−∆tD =
[

γt−∆tDij

]

∈ R
2×2, Γt =

[

γtij
]

∈ R
2×2, ∆tD, the stated problem is a function

with a set of nine unknowns when only considering the principle branch of the Lambert W function
and a function with a infinite set of unknowns when considering all branches of the function. For
the sake of well-posedness of the problem, only the principle branch will be considered at first.
Furthermore, since engineering systems are investigated, the real case is that the delayed system
cannot be accessed in the nondelayed domain, so that

γt1j = 0 ∀ j ∨ γt2j = 0 ∀ j (4.80)

W.l.o.g., the second case γt2j = 0 ∀ j can be considered. The relation (4.77) can be expressed
through the use of notation 1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt = [aij ] ∈ R
2×2 as

a11 + a12 = a11 + a21 = a21 + a22 = 0 (4.81)

The fourth condition, a12 + a22 = 0, follows from the first three. The problem is now stated with

the cost function f =





a11 + a12
a11 + a21
a21 + a22



, and the nonlinear constraints

β = ℑ
(

tr

(

1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt

))

(4.82)

β′ = tr

(

1

∆tD
W
(

Γt−∆tD∆tDe
Γt∆tD

)

+ Γt

)

(4.83)

The solution to this problem is the solution in

L = ∇
(∣

∣f
∣

∣

)

+ ϕ∇ (β) + ϕ′∇ (β′) = 0 (4.84)

that satisfies the Karushh-Kuhni-Tuckerj conditions β′ < 0, β = 0, ϕ′ > 0, and ϕ′β′ = 0 [52, 49].
Since the problem is too complex to solve analytically, a procedure has to be used that was invented
by M.C. Biggs [10] and that uses a recursive algorithm that executes three subsections for every
step, as to be seen in Algorithm 5.

hWilliam Karush *1917†1997, American mathematician
iHarold William Kuhn *1925, American mathematician
jAlbert William Tucker *1905†1995, Canadian mathematician
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Algorithm 5 Bigg’s Algorithm

1: while Value of function is not smaller than threshold do

2: Compute second gradient of the cost function using quasi-Newton
3: Find the optimal step direction using quadratic programming
4: forward one step in that direction
5: end while

The second gradient of the cost function is computed using the Broyden-Fletcher-Goldfarb-Shanno
method [114], that is a quasi-Newton subclass.

∆
(∣

∣

∣f
k+1

∣

∣

∣

)

= ∆
(∣

∣

∣f
k

∣

∣

∣

)

+
(Lk+1 −Lk)

2

(Lk+1 −Lk)h
−

∆
(∣

∣

∣f
k

∣

∣

∣

)

h2∆
(∣

∣

∣f
k

∣

∣

∣

)

h
(∣

∣

∣
f
k

∣

∣

∣

)

h
(4.85)

where h is the stepsize. Then, locally, the problem of finding the direction for the next step has to
be solved. The problem can be stated as

q = min

(

1

2
h2∆(Lk) +∇

(∣

∣

∣
f
k

∣

∣

∣

)

h

)

(4.86)

subject to

∇ (βk)h+ βk = 0 (4.87)

∇ (β′
k)h+ β′

k ≤ 0 (4.88)

To solve this subproblem, the projection Method is used [36]. The name of the method origins
from the use of a projection matrix Q that ensures that the minimum found for (4.86) is within
the space that fulfills the constraints.

QT

[

∇ (βk)
∇ (β′

k)

]T

=

[

R

0

]

(4.89)

where Q∗Q = I. By that, Q is orthogonal to the constraints and every vector mapped by Q is
mapped to the bounds of the constraints. Now Q can be used to project q.

q = min

(

1

2
hQT∆(Q)h+∇

(

f
)

Qh

)

(4.90)

with

∇
(

1

2
hQT∆(Q)h+∇

(

f
)

Qh

)

= QT∆(Q)h+QT∇
(

f
)

= 0 (4.91)

This local solution for h is linear, but requires a initial value that fulfills the constraints. Since
the values [γt−∆tD11

γt−∆tD12
γt−∆tD21

γt−∆tD22
γt11 γt12 ] = [−1 0.1 0.1 − 1 − 1 0.1] fulfill β = 0,

β′ ≈ −2 ∀ ∆tD = 0.1υ ∀ υ ∈ Y , those values were chosen for the initiation of the optimization,
and Bigg’s Algorithm was run with ∆tD = 0.1υ ∀ υ ∈ Y and a minimization threshold of 10−8,
where Y =

{

υ ∈ Z
∣

∣1 ≤ υ ≤ 20
}

. The optimization yields the results in Table 4.1.
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∆tD γt−∆tD11
γt−∆tD12

γt−∆tD21
γt−∆tD22

γt11 γt12
0.1 −0.36234 0.819565 0.791364 −0.713088 −0.422024 −0.072129 X

0.2 0.118086 0.175844 1.33857 0.0903052 −0.0883816 −0.385849
0.3 1.21343 0.861509 0.246101 −0.0914255 −0.880339 −0.444115
0.4 1.40948 1.54927 1.03617 −0.0141146 −1.11163 −0.605053
0.5 −1.35794 1.35777 1.35784 −1.35782 9.467 10−6 −0.000118 X

0.6 2.03034 0.589139 0.242523 −0.051150 −0.85327 −0.18014
0.7 −0.751768 0.755260 0.766101 −0.734042 −0.0016186 −0.014351 X

0.8 −0.972775 0.9371 0.980372 −0.936509 −0.0017998 −0.014660 X

0.9 −0.0259161 1.09202 0.811053 −0.096633 −0.0105447 −0.61642
1.0 −0.769295 0.774049 0.7782 −0.769046 0.00091 −0.006322 X

1.1 0.531440 1.08483 1.901 10−5 3.795 10−6 −0.28431 −0.58037
1.2 −0.647457 0.65366 0.661625 −0.667978 0.00021385 0.0119947 X

1.3 −0.603301 0.603616 0.603296 −0.603396 3.0017 10−5 −0.0001424 X

1.4 1.54954 1.50354 0.518355 0.23299 −0.512083 −0.41772
1.5 −0.471261 0.467458 0.473025 −0.4585 0.0001782 −0.003697 X

1.6 −0.475596 0.47463 0.478619 −0.47141 0.000223 −0.003184 X

1.7 −0.447427 0.44744 0.447381 −0.44736 1.9024 10−5 −6.36 10−5
X

1.8 0.051978 0.049176 0.0213 −0.015262 −0.06014 −0.02644 X

1.9 −0.361329 0.3622 0.364007 −0.36056 3.289 10−5 −0.002324 X

2.0 0.684542 −0.187827 0.241006 −0.1315 −0.32421 0.13228 X

Table 4.1: Optimization Results

The last column indicates whether the optimization converged or not where the convergence
criterion is

|f |
?
≤ 10−8 (4.92)

As a first verification of these results, every converged coupling function implemented using the test
function ẋ = −x+ u+ u′, where u is the input resulting from the coupling matrices and u′ = sin t.
The attractors of both systems can be seen in Figure 4.5.

∆tD = 0.1 0.5 0.7 0.8 1.0 1.2

1.3 1.5 1.6 1.7 1.8 1.9

e
e

ẋ
ẋ

x

Figure 4.5: Attractors for the Test Function Based on Optimization

Though all attractors converge e→ 0, because there is no longer an undamped antiphase mode,
yet both systems require the input function in realtime for this convergence. An optimal solution
would damp e so heavily, that a delayed input of the delayed system would lead to convergence,
too. The reason for that behavior is that the real parts of the damped eigenvalue are relatively
small. Furthermore, there is no closed form solution to the problem yet. Nevertheless, comparing
the eigenvalues of the solutions to the coupling matrix elements, there are some regularities. The
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eigenvalues of the coupling are approximately the first-row first-column element of the non-delayed
coupling matrix. Furthermore, the delayed coupling matrix is of type

2
∑

j=1

γt−∆tDij
= 0 ∀ i (4.93)

tr
(

Γt−∆tDij

)

< 0 (4.94)

γt−∆tDii
= γt−∆tDjj

∀ i, j (4.95)

Using these conditions, a closed form solution to the modes of the coupling is possible.

Lemma 4.8. Coupling matrices of type Γt−∆tD =

[

−γt−∆tD γt−∆tD

γt−∆tD −γt−∆tD

]

in the delayed domain

and Γt =

[

−γt γt
0 0

]

in the non-delayed domain induce synchronizability for two coupled systems.

Proof. The solution to the matrix exponential of Γt turns out simple. Though the matrix is not
nilpotent, its squares are always of form

Γi
t =

[

(−γt)i − (−γt)i
0 0

]

(4.96)

So that the matrix exponential simplifies to

e∆tDΓt =

[

e−∆tDγt 1− e−∆tDγt

0 1

]

(4.97)

The next step, that is the argument of the Lambert W function, holds an interesting result.

Γt−∆tD∆tDe
∆tDΓt =

[

−1 1
1 −1

]

∆tDγt−∆tDe
−∆tDγt (4.98)

This matrix is of the initially desired form. Therefore, logically, its Lambert W function is computed
using Sylvester’s formula.

W
(

Γt−∆tD∆tDe
∆tDΓt

)

=

[

1 −1
1 1

] [

0 0
0 W

(

−2∆tDγt−∆tDe
−∆tDγt

)

]

1

2

[

1 1
−1 1

]

= (4.99)

=

[

1 −1
−1 1

]

1

2
W
(

−2∆tDγt−∆tDe
−∆tDγt

)

Finally, the matrix that has the eigenbehavior of the coupling can be computed.

1

∆tD
W
(

Γt−∆tD∆tDe
∆tDΓt

)

+ Γt = (4.100)

=





W(−2∆tDγt−∆tD
e−∆tDγt)

2∆tD
− γt −W(−2∆tDγt−∆tD

e−∆tDγt)
2∆tD

+ γt

−W(−2∆tDγt−∆tD
e−∆tDγt)

2∆tD

W(−2∆tDγt−∆tD
e−∆tDγt)

2∆tD





This resulting matrix may not be exactly of form

[

−m m
m −m

]

, but nevertheless of form

[

−m1 m1

m2 −m2

]

.

Such matrices do not exactly have the modes [1 1] and [1 − 1], but they do always have the first
mode, that is the synchronized state. The given matrix can be diagonalized to

V −1

(

1

∆tD
W
(

Γt−∆tD∆tDe
∆tDΓt

)

+ Γt

)

V =

[

0 0

0
W(−2∆tDγt−∆tD

e−∆tDγt)−∆tDγt

∆tD

]

(4.101)

where

V =

[

1
2∆tDγt−W(−2∆tDγt−∆tD

e−∆tDγt)
W(−2∆tDγt−∆tD

e−∆tDγt)
1 1

]

(4.102)
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The only task in designing the systems is now to keep the second eigenvalue negative, and for
every given case in the region of a negative largest Lyapunov exponent, respectively. Therefore, the
hopf bifurcations of that eigenvalue will be analyzed. The eigenvalue undergoes a Hopf bifurcation
for all solutions to

W
(

−2∆tDγt−∆tDe
−∆tDγt

)

= ∆tDγt (4.103)

First of all, it is noteable that alle branches of the Lambert W function k 6= 0 can be neglected,
since the solutions to the function have a strictly monotonically decreasing real part for increasing
k ∀ k > 0 and for decreasing k ∀ k < 0. Figure 4.6 depicts some branches of the solution to (4.103).
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−204−204.4−24−26.5
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Figure 4.6: Monotonical Behavior of Real Part of Antiphase Latent Root

Therefore, the bifurcation analysis for the principal branch is sufficient. However, the function
can undergo a Hopf bifurcation for the principal solution. Furthermore, another type of bifurcation
will be of special interest. As parameters change, the solution to the Lambert W function may
become imaginary. This solution may cause unsynchronized and even critical behavior. A simple
bifurcation analysis in a multiparameter system can usually be conducted by holding one parameter
constant and varying the other one. The eigenvalue is approximately the value of −γt and exactly
the value of −γt for sufficiently large ∆tD.

W
(

−2∆tDγt−∆tDe
−∆tDγt

)

−∆tDγt

∆tD
≈ −γt (4.104)

lim
∆tD→∞

W
(

−2∆tDγt−∆tDe
−∆tDγt

)

−∆tDγt

∆tD
= −γt (4.105)

That means, that the Lambert W function converges to zero as ∆tD gets bigger. The simple
reason is the asymptotic behavior of the function te−t. According to these results, it is very likely,
that large values will be used for γt to enhance synchronizability, whereas γt−∆tD will be used
without any gain, that is a simple summation point in a control interpretation. Therefore, the
bifurcation analysis is split into two cases. First, γt−∆tD is treated as a constant of value one,
while W

(

−2∆tDγt−∆tDe
−∆tDγt

)

−∆tDγt is evaluated on the interval
{

γt ∈ R
∣

∣− 100 < γt < 100
}

for the cases ∆tD = {0.1, 1, 10}. Then, γt is held constant with a value of 10. For larger values,
the influence of γt is to big for a proper analysis. The same is true for ∆tD. γt−∆tD only influ-
ences the latent roots for sufficiently small γt−∆tD , so that it is set to 0.1. For these constants,
W
(

−2∆tDγt−∆tDe
−∆tDγt

)

−∆tDγt is evaluated on the interval
{

γt−∆tD ∈ R
∣

∣− 100 < γt−∆tD < 100
}

.
The values for the latent root are depicted in Figure 4.7.
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Figure 4.7: Bifurcations of the Antiphase Eigenvalue

Luckily, the root clearly undergoes a Hopf bifurcation for γt = 0 and remains unstable for γt < 0
but also remains strictly stable for γt > 0, no matter what ∆tD is considered for analysis. Also
the imaginary part strictly converges to a numerical value. The imaginary part clearly disappears
for all γt > 2. Analyzing the behavior of the sign of the latent root for γt−∆tD , the real part of the
root is strictly negative for positive γt−∆tD , again. Imaginary values only occur for γt−∆tD > γt.
Following these design criteria, it is possible to turn the developed coupling into a control scheme.
Now, appropriate design rules have been deduced for the synchronization. The coupling matrix in

the delayed domain is chosen to be

[

−1 1
1 −1

]

and the coupling matrix in the non-delayed domain

with a gain

[

−K K
0 0

]

where K is chosen as high as possible, while the second eigenvalue of the

coupling, that is mostly defined by K of course still has to be within the region of a negative
largest Lyapunov exponent. With these statements, for the first time, the coupling scheme can be
expressed as a control scheme by a block diagramm, that is depicted in Figure 4.8.

e−s∆tD

e−s∆tD

K

−

−

GM

GS

Figure 4.8: Zero Row Sum Negative Trace Control
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Definition 4.8. The control shown in Figure 4.8 is called zero row sum negative trace control.

Example. The simple nonlinear dynamic system already considered to test the Smith synchro-
nization is considered. The system is said to be described by the state space equation

ẋi =

[

x2i2xi1
cosxi2

]

+ I2ui ∀ i =M,S (4.106)

The input function is chosen to be
u = sin t (4.107)

as an example for a continuous input function, and for another example

u = ⊓ =







0 |t| > 1
2

1
2 |t| = 1

2
1 |t| < 1

2

(4.108)

as an example for a discontinuous input function. This function is supposed to be very hard to
synchronized due to its hard discontinuities. For both input function, to emphasize its input, the
coupling factor K was set first 10 and then 100. The attractors of both systems, as they react to
the inputs are depicted in Figure 4.9.
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1
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0

0
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0 0

0

Figure 4.9: Attractors of the Zero Row Sum Negative Trace Control

For the sin t input function, the attractors of both system are hard to distinguish for K = 100.
Even the ⊓ input function, that causes high divergence of the state spaces of both systems for
K = 10, matches both attractors with a high accuracy for K = 100.
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4.3 Delay and Offset Measurement

The traditional IEEE 1588 protocol is event-triggered. The approach used in this thesis modifies
this to be a continuous implementation, which makes the protocol a control problem rather than
a programming problem. For flexibility and fault-tolerance, the implementation is supposed to
measure delay and offset on both ports, master and slave. The block diagram of the principle is
shown in Figure 4.10.

−

−
−

−

−

−

e−∆tDs

e−∆tDs

e−∆tDs

e−∆tDs

e−∆tDs

e−∆tDs UM

US

YM1

YS2

YS1

YM2

Figure 4.10: Continuous Clock Synchronization

Here uS is the inner clock of the slave, uM is the inner clock of the master, yM1
, yM2

are
the time values measured at the master node and yS1

, yS2
are the values measured at the slave

node. Let ∆tOM
be the offset of the master clock, ∆tOS

the offset of the slave clock, tM the time
dimension of the master clock, tS the time dimension of the slave clock and κM , κS the drift of
those clocks, which may or may not be linear. Then

uM = ∆tOM
+ tM = ∆tOM

+ κM t (4.109)

uS = ∆tOS
+ tS = ∆tOS

+ κSt (4.110)

and
∫ ∞

0

e−stuMdt =
∆tOM

s
+

κM

s2
= UM (4.111)
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∫ ∞

0

e−stuSdt =
∆tOS

s
+

κS

s2
= US (4.112)

Definition 4.9. The structure in Figure 4.10 is called continuous clock synchronization.

Lemma 4.9. The continuous clock synchronization puts out the isolated variables ∆tD, ∆tO, with
respect to κ.

Proof. From Figure 4.10, the transfer functions of the system are

YM1
= e−∆tDs

(

US − e−∆tDsUM

)

+ UM − USe
−∆tDs = UM

(

1− e−2∆tDs
)

(4.113)

YS1
= e−∆tDs

(

UM − e−∆tDsUS

)

+ US − e−∆tDsUM = US

(

1− e−2∆tDs
)

(4.114)

YM2
= e−∆tDs

(

UMe
−∆tDs − US

)

+ UM − USe
−∆tDs − YM1

+ YS1
e−∆tDs = (4.115)

= UM

(

1 + e−2∆tDs
)

− 2USe
−∆tDs − YM1

+ YS1
e−∆tDs

YS2
= US − UMe

−∆tDs − e−∆tDs
(

UM − USe
−∆tDs

)

+ YM1
e−∆tDs − YS1

= (4.116)

= US

(

1 + e−2∆tDs
)

− 2UMe
−∆tDs + YM1

e−∆tDs − YS1

Plugging (4.111) and (4.111) into the four output signals, the result is

YM1
=

∆tOM

s
+

κM

s2
− ∆tOM

s
e−2∆tDs − κM

s2
e−2∆tDs (4.117)

YS1
=

∆tOS

s
+

κS

s2
− ∆tOS

s
e−2∆tDss− κS

s2
e−2∆tDss (4.118)

YM2
=

∆tOM

s
+

κM

s2
+

∆tOM

s
e−2∆tDs +

κM

s2
e−2∆tDss− (4.119)

−2
∆tOS

s
e−∆tDss− 2

κS

s2
e−∆tDss− YM1

+ YS1
e−∆tDs

YS2
=

∆tOM

s
+

κM

s2
+

∆tOM

s
e−2∆tDs +

κM

s2
e−2∆tDss− (4.120)

−2
∆tOS

s
e−∆tDss− 2

κS

s2
e−∆tDss+ YM1

e−∆tDs − YS1

If these equations are transferred into the real domain again, they look like

yM1
=

1

2πj

∫ δ+j∞

δ−j∞

estYM1
ds = ∆tOM

+ κM t−∆tOM
− κM (t+ 2∆tD) = −2κM∆tD (4.121)

yS1
=

1

2πj

∫ δ+j∞

δ−j∞

estYS1
ds = ∆tOS

+ κSt−∆tOS
− κS (t+ 2∆tD) = −2κS∆tD (4.122)

yM2
=

1

2πj

∫ δ+j∞

δ−j∞

estYM2
ds = (4.123)

= ∆tOM
+ κM t+∆tOM

+ κM (t+ 2∆tD)− 2∆tOS
− 2κS (t+∆tD)− 2κM∆tD + 2κS∆tD =

= 2 ((κM − κS) t+∆tOM
−∆tOS

)

yS2
=

1

2πj

∫ δ+j∞

δ−j∞

estYS2
ds = (4.124)

= ∆tOS
+ κSt+∆tOS

+ κS (t+ 2∆tD)− 2∆tOM
− 2κM (t+∆tD) + 2κM∆tD − 2κS∆tD =

= 2 ((κS − κM ) t+∆tOS
−∆tOM

)

These equations clearly show, that the scheme in Figure 4.10 is able to measure delay for both
nodes. Even if the clocks drift, the measurement of offset and delay will always adapt to this drift.
The value for ∆tD will usually not be the same at each node, and it is always the delay obtained
by the node that measures it with respect to the other node. This is the first step to abandon the
master/slave principle. In the given control, both nodes are equal and even use exactly the same
equations.
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4.4 Network Structure

The problem of network structuring is a problem of graph theory. While structuring a network
for clock synchronization, the starting point is a undirected unweighted connected graph N , that
is the given network, with a set of #V vertices V (N) = {vi : i ∈ [#V ]} and a set of #A arcs
A (N) = {ai : i ∈ [#A]} that has to be directed and structured. Some typical graphs in N will be
defined [6]:

Definition 4.10. A walkW with V (W ) = {vi : i ∈ [l]} and A (W ) = {ai : i ∈ [l − 1]} is a sequence
v1a1 · · · al−1vl that is called closed if v1 = vl and open if v1 6= vl. The walk is called trail if
aj 6= ai ∀ i, j ∈ [l − 1] and path if vi 6= vj ∀ i, j ∈ [l]. A closed path is called cycle and a loop
is a cycle with l = 2. A walk is called Hamiltonian if V (W ) = V (N) and a Hamiltoniank walk
with A (W ) = A (N) is called Eulerianl. A tournament T with V (T ) = {vij : i, j ∈ [m]} and
A (T ) =

{

ai : i ∈
[(

m
2

)]}

is a graph containing one arc aij ∨ aji between vi ∧ vj ∀ i, j ∈
[(

m
2

)]

. A
tree is a graph containing no cycles and only exact one vertex with an outgoing or only exact one
vertex with an incoming arc.

For a better understanding, the named graphs are additionally depicted in Figure 4.11:

Open Walk Closed Walk Trail Path

Cycle Loop Tournament Tree

Figure 4.11: Types of Graphs

The given graphs are mathematical structures and none of them is made for network design
by means of fault-tolerance or special algorithms working between nodes. Therefore none of them
fits those purposes in every way. To conclude optimal properties among them, Table 4.2 compares
them according to individual problems and advantages.

kSir William Rowan Hamilton *1805†1865, Irish physicist, astronomer and mathematician
lLeonhard Euler *1707†1783, Swiss mathematician and physicist



4.4 Network Structure 47

Type Disadvantage Advantage

Open Walk No crucial property to base algorithm
on

Possible for every graph

Closed Walk Loses crucial property for certain fail-
ures

Circeling algorithms possible

Trail Not possible for every graph Low dependence on single arcs, crucial
property always remains

Path Not possible for every graph Low dependence on single vertices, cru-
cial property always remains

Cycle Loses crucial property for any given fail-
ure

Circeling algorithms possible

Loop Strong dependence on single arcs Makes nearly every graph possible
Tournament Not possible for every graph Highest fault-tolerance, crucial prop-

erty always remains
Tree Failure-intolerant, many vertices cut off

in case of failure
Loopless, works in every network, low
dependence on single arcs

Hamiltonian Construction is not always possible and
NP-complete

Every node can achieve synchronization

Eulerian Construction is not always possible Every node can achieve synchroniza-
tion, low dependence on single arcs

Table 4.2: Disadvantages and Advantages of Graph Types for Network Structuring

The main problems are that some structures do not apply to every network, and that some
graphs lose their structure in the case of failure of one arc or vertex. Algorithms are usually based
on the graph type and will therefore not work in case of such a failure. Some of these cases are
depicted in Figure 4.12.

Failure in trees affeect
many single nodes

Hamiltonian walks
maintain their crucial properties
and cut off a maximum of one more
node

Cycles lose their crucial
property for any failure

Tournaments maintain their
crucial properties but are not always
possible to construct and cut off
no additional node

Figure 4.12: Effects of Failures in Graph Types
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There is, though, a possibility to achieve fault-tolerance. If the network structure is chosen to
be a Hamiltonian Walk while allowing loops, every graph may be structured that way [42].

Lemma 4.10. There exists at least one Hamiltonian Walk for every connected graph if it is allowed
to contain loops.

The Hamiltonian walks do exclude one system maximum in case of failure and all other failures
will produce further Hamiltonian walks. The best Hamiltonian walk, now, would be the one that is
using as few arcs as possible, to be less dependent from single arcs and to achieve synchronization
in shortest possible time. Finding the shortest walk through a graph is usually a NP-complete
problem [38]. However, in the given network, the length of the arcs does not even matter, but only
the number of arcs used. This is why it differs significantly from the Travelling Salesman Problem.
Two find the shortest Hamiltonian walk, the nomenclature within the graph has to be defined.
The definitions are given in Figure 4.13

A vertex vi with
d (vi) > 2 is called
bifurcation vertex

Vertices connected to vi by one arc
are neighbours of vi

Vertices vj with d (vj) = 1 are called leafs.

Any path between a bifurcation and a leaf
is a branch

A branch closed on a bifurcation
is called cycle where the circumference
is the number of vertices within the cycle

The overall number of arcs
touching a vertex vi is
the degree d (vi)

The distance d (vi, vj) between
two vertices vi, vj is the
smallest possible number of arcs
between them.

The eccentricity e (vi) is the biggest
existing distance for one vertex vi.

Figure 4.13: Nomenclature in Graphs

Now, the problem of finding the optimum Hamiltonian walk can be approached very logically.
A graph without a bifurcation is a Hamiltonian. According to a bifurcation, every branch has to
be walked twice, up to its leaf and back to the bifurcation to proceed to the next branch, unless
it is the starting brach of the walk that is the source, the ending branch of the walk that is the
sink, or a circle on the bifurcation. So these three cases have to be analyzed accurately in order to
chose the most efficient walk. It seems that the main decision is about what the central bifurcation
vertex is. Because the aim is to walk the longest branches only once, it seems reasonable to define
the central bifurcation as the one with the highest sum of its eccentricity and the second largest
distance to any leaf of the graph.

Definition 4.11. The central bifurcation bc of a graph is the vertex that fulfills

max
i,j

(e (bi) + d (bi, lj)) = e (bc) + d (bc, le) ∀ i ∈ B, j ∈ L (4.125)

where B is the set of bifurcations and L is the set of leafs.

Definition 4.12. The leaf that defines the eccentricity of the bifurcation vertex is called ls.

e (bc) = d (bc, ls) (4.126)
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Then, obviously, ls is the designated starting vertex for the shortest walk and le the ending
vertex. It is additionally important to define them as leafs of different branches, as Figure 4.14
explains:

Start the walk
in ls

Walk every bifurcation being among the branch of ls

Return to bc le is only allowed
to be within
other branches

Figure 4.14: Handling of Multiple Eccentricities in the Same Branch

The simple reason is that every other choice would induce an unnecessary return to those
branches, later. The order for walking the branches of the bifurcations among this branch can
be chosen arbitrarily. There is yet one undiscussed problem. Cycles will be optimal for the given
purposes because they only have to be walked once. But very long cycles may be chosen as the
ending branch, therefore orienting them unidirectional. Those circles may therefore be cut off on
one of the end arcs. Cycles containing two neighbors of a bifurcation may therefore be denoted as
a branch of that bifurcation, where one of the two neighbors can arbitrarily be defined as its leaf.
A case of a bifurcation with a longest cycle and a case of a bifurcation without a longest cycle are
depicted in Figure 4.15.

Number of vertices in cycles smaller than
number of vertices in the branches

Number of vertices in southern cycle greater
than numer of vertices in the western branch

Figure 4.15: Cases of Cycles on Bifurcations

It seems that nearly all requirements for determining the shortest walk have been gathered. To
automate the optimal solution of the problem, or at least to solve it from an engineering point of
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view, an invariant of the network graph is needed first, because the planar projection of a graph
can rarely be used for algorithmic programming.

Definition 4.13. An invariant of a graph is a property that remains unchanged when homomor-
phisms are applied.

Definition 4.14. A homomorphism is a graph type preserving mapping between two graphs.

For the given purposes, the incidence matrix [12] is the best graph invariant to deal with. The
incidence matrix is best to understand by using an example.

Example. The graph in Figure 4.16 is considered.
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Figure 4.16: Designing an Hamiltonian Walk via Incidence Matrix

The figure already contains the shortest Hamiltonian walk azbycxewdwvftgsh, that is trivial,
in this case. As depicted, the rows of the matrix represent vertices whereas the columns represent
arcs. The entries of the matrix represent the number of touches between one vertex and the
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respective arc. For any given technical network, because no vertex will be connected to itself, the
incidence matrix Ψ = {ψij} ∈ R

#V×#A will always fulfill

ψij = 0 ∨ ψij = 1 ∀ i = 1, · · · ,#V, j = 1, · · · ,#A (4.127)

That is why the incidence matrix is, in essence, a planar isotopy of the graph, when all elements
within a row and all elements within a column are connected. This is very useful to the given
purposes because distances, branches and cycles can be found algorithmic / automatic, as Figure
4.17 suggests.
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Figure 4.17: Detection of Loops and Length of Branches via Incidence Matrix

The example in the figure is the incidence matrix out of Figure 4.16 and is one example of a
cycle that is long enough to be converted into a branch by cutting off one bifurcation arc. It is
plain to see that if the branch of w on the bifurcation e has a length of more than two vertices, the
cycle will be used instead of cut off. The figure also shows that for purposes of system design, the
whole column may be deleted from the matrix, so it is easier to see the distance to the leafs.

So, obviously, the incidence matrix can easily detect cycles, that is a closed cycle in the incidence
matrix, leafs, that is a row l with

#A
∑

j=1

ψlj = 1 (4.128)

and bifurcations, that is a row b with
#A
∑

j=1

ψbj > 2 (4.129)

It is now possible to write the walking procedure in an algorithm. The according pseudocode is to
be seen in Algorithm 6.
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Algorithm 6 Construction of Shortest Hamiltonian Walk Allowing Loops

1: Define Ψ (N)
2: for all i ∈ V do

3: Compute
∑#A

j=1 ψij

4: if
∑#A

j=1 ψij = 1 then

5: vi = lk
6: k ++
7: else

8: if
∑#A

j=1 ψij > 2 then

9: vi = bm
10: m++
11: end if

12: end if

13: #B = m
14: B (N) = {bi : i ∈ [#B]}
15: #L = k
16: L (N) = {li : i ∈ [#L]}
17: i++
18: end for

19: Connect all ψij = 1
20: Detect cycles
21: for all bi ∈ B do

22: for all lj ∈ B do

23: dn = d (bi, lj)
24: n++
25: j ++
26: end for

27: i++
28: end for

29: for all p ∈ B do

30: p = p− 1
31: for i = 1, i++, i = #L do

32: if di+p > di−1+p then

33: e1 (bp+1) = di+p

34: li = ls (bp+1)
35: Z =branchof(li)
36: end if

37: end for

38: for i = 1, i++, i = #L do

39: if di+p > di−1+p, di+p 6= e1 (bp+1) , li /∈ Z then

40: e2 (bp+1) = di+p

41: li = le (bp+1)
42: end if

43: end for

44: s (bp+1) = e1 (bp+1) + e2 (bp+1)
45: p++
46: end for

47: S (N) = {si : i ∈ [#B]}
48: max (S) = sc
49: bc = bc
50: e1 (bc) = d (bc, ls)
51: e2 (bc) = d (bc, le)
52: w=ls,branchof(ls),branchof(bc),branchof(le),le
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When the original network is finally structured using this approach, the synchronization scheme
working for this graph has to be found, since there is no grandmaster. The principle has to be
the same at every edge, even in case of failure, so that the network becomes fault-tolerant. Let
there be an oriented Hamiltonian walk that has edges numbered ei = e1, · · · , eN and that has local
times at each edge ti = t1, · · · , tN . Let everey edge contain the continuous clock synchronization
algorithm in both directions, and let every edge i measure the delay to the edge i− 1, receive the
delay that i − 1 has measured to i − 2, sum them up and send them to i + 1, that measures its
delay to i, adds it to those of i to i − 1 and i − 1 to i− 2 and so on. Every edge is doing exactly
the same process and afterwards sets its local time to ti −

∑i
i=1 ∆tOi

. The respective algorithhm
looks like the sequence in Algorithm 7:

Algorithm 7 Fault-Tolerant Synchronization

1: for all i do
2: if i = imin − 1 then

3: receive
∑

∆tO at port imin − 1
4: measure ∆tO at port imin − 1
5:

∑

∆tO =
∑

∆tO +∆tO
6: set local time t = t−∑∆tO
7: send

∑

∆tO to port imin + 1
8: else

9: receive
∑

∆tO at port i− 1
10: measure ∆tO at port i− 1
11:

∑

∆tO =
∑

∆tO +∆tO
12: send

∑

∆tO to port i+ 1
13: end if

14: end for

Only edges that had their rows met more than one time during the design so that they have
multiple i, means they touch at least two heads and two tails, set their clocks only accoring to the
edge with the lowest i, this does not have to be done online, it can be programmed like that during
system startup, so that each node has its i locally saved.

Example. A numerical example, as Table 4.3 is one, may be more descriptive. It refers to the
network of Figure 4.16 and introduces random offsets for each vertex.

letter number i local time ti receive
∑

∆tO measure ∆tO send
∑

∆tO set ti

a 1 +5 0 0 0 +5− 0 = +5
b 2 −1 0 −6 −6 −1 + 6 = +5
c 3 −3 −6 −2 −8 −3 + 8 = +5
d 4 +8 −8 +11 +3 +8− 3 = +5
e 5 +10 +3 +2 +5 +10− 5 = +5
d 6 +5 +5 −5 +0 +5− 0 = +5
f 7 0 0 −5 −5 0 + 5 = +5
g 8 −7 −5 −7 −12 −7 + 12 = +5
h 9 +13 −12 +20 +8 +13− 8 = +5

Table 4.3: Synchronization in a Hamiltonian Walk

After setting the time in the last column, the local time at each vertex is identical. The
computation of the synchronization needs one step at each vertex.

The amazing thing is that this approach is fault-tolerant. This is because every edge that is
cut off has the same effect as if there was another edge with i = 1, that is a edge that receives
a zero as the sum of previous delays. This is even valid for the edges meeting multiple head and
toes, they become the i = 1 edge when its i− 1 collapses or just send to an empty edge when any
of its direct i + x collapses. For system failures, the Hamiltonian walks may become smaller, but
they are still working, and they are synchronized after only one stepsize.
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5
Experiments

To illustrate the methods and principles deduced in 4, they are now applied to real systems and
networks. This chapter will give some numerical experiments, measurements and applications of
the given techniques. The particular aim is to enhance understanding and make application of
Smith Synchronization easier.

5.1 Experimental Setup

The graphs and examples shown in this thesis result from an easy experimental setup. Two
computers are connected via a direct cable or wireless connection. Each of them can send an
receive on any port. One of them is defined to be the master system, the other one is the slave
system. Each of them contains the simple dynamic model of a mass-spring-damper

ẍ+Dẋ+ Cx = F u̇′ + Eu′ (5.1)

where D is the damping, C the spring constant, F the derivative gain on the central input, and E
is the direct gain. The space-state can be defined as

ẋ =

[

0 1
−C −D

]

x+

[

0 0
E F

]

u′ (5.2)

y =
[

1 1
]

x (5.3)

where ẋ =
[

ẋ ẍ
]T

= dx
dt is the time-derivative of x =

[

x ẋ
]T

, the input u =
[

u u̇
]T

and y = x
is the output. The system of course may also be expressed as the transfer function

Y

U ′
=

Fs+ E
s2 +Ds+ C (5.4)

where Y =
∫∞

0
e−stydt and U ′ =

∫∞

0
e−stu′dt. If the origin of u′ is now situated at the slave for

the master input and the other way round, it will be delayed, so that

ẋ =

[

0 1
−C −D

]

x+

[

0 0
E F

]

u (t−∆tD) (5.5)

and
Y

U
=

Fs+ E
s2 +Ds+ C e

−s∆tD (5.6)

The aim is to synchronize the state vectors of the master xM and the slave xS at both computers
for xM (t = 0) 6= xM (t = 0) and to develop a network and controller design procedure that enables
the synchronization of n systems in a distributed network with delay.
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5.2 Smith Synchronization

The simple dynamic system shortly presented in 5.1 will now be embedded in the Smith synchro-
nization shown in Figure 4.1. To depict that, Figure 5.1 presents a model abstraction of the system
with mixed control and mechanic symbols, that are similar to the form of Figure 4.1.

e−∆tD

e−∆tD

−

−−y
M

y
∼

y
S

u∼ uS

Figure 5.1: Simple Dynamic Systems in Smith Synchronization

Here the solid arrows represent mechanic dimensions and the dotted arrows control signals.
Referring to this graphic, the aim of the control would be to synchronize the outer oscillators. To

guarantee a synchonized state for the systems, only the coupling matrix L =

[

0 0
E F

]

has to be

considered.

−
[

0 0
E F

]

−
[

0 E
0 F

]

= −
[

0 E
E F

]

(5.7)

With the set of eigenvalues

σ (−L∗ −L) =
{

−F +
√

E2 + F2,−F −
√

E2 + F2
}

(5.8)

So that the respective sums are
λ1 + λ2 = −2F (5.9)

(λ1 + λ2)
2
= 4F2 (5.10)

λ21 + λ22 = 4F2 + 2E2 (5.11)

So that the needed matrix measure is

µ2 (Γt ⊗B CK) =
1

2

(−F
3

+
√

2.7̄F2 + 1.6̄E2

)

(5.12)

Now, the second term is a function of

2

[

0 E
0 F

] [

0 0
E F

]

= 2

[

E2 EF
EF F2

]

(5.13)
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and the corresponding set of eigenvalues

σ (2L∗L) =
{

0, 2
(

E2 + F2
)}

(5.14)

and again
λ1 + λ2 = 2

(

E2 + F2
)

(5.15)

(λ1 + λ2 =)
2
= 4

(

E2 + F2
)2

(5.16)

λ21 + λ22 = 4
(

E2 + F2
)2

(5.17)

By that, the appropriate norm for this term is

‖Γt−∆tD ⊗B CK‖2 =

√

E2 + F2 +

√

5 (E2 + F2)
2
= 1.8

√

(E2 + F2) (5.18)

The aim in tuning the coupling terms will therefore be

1

2

(−F
3

+
√

2.7̄F2 + 1.6̄E2

)

+

√

E2 + F2 +

√

5 (E2 + F2)
2
= ℜ (ς) ≈ 0 (5.19)

Where ℜ (ς) is the optimization cost function. Fulfilling this condition, it is possible to visualize
the optimization effect. In this case, only the trivial solutions F = E = 0 ∨K = 0 enable ς = 0.
Those solutions do not enforce a coupling at all and do not control the slave system. Therefore the
synchronization state is to be understood as the equilibrium of the master system, so that both
of them are finally synchronized in a sense of no movement. Obviously, the aim is to minimize
the cost function ℜ (ς), while controlling the system, though. Figure 5.2 depicts the cost function
Re (ς) versus F and E .

0

0
0

40

−10−10

10

10

ς

E
F

Figure 5.2: Optimization Function for Largest Eigenvalue

Now, various values for sufficient small ℜ (ς), F will be considered. Then, the synchronization
error e = ‖xM − xS‖ may be measured versus time, in different values of E in the neighborhood
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of the global equilibrium of the synchronizability condition. These examples will use a fixed F to
show the effects of the cost function, that is in turn a representation for the largest eigenvalue.
The following tests where done with the numerical values out of Table 5.1

Symbolic Variable Numerical Value

K 10
C 1
D 0.1
E alternating
F 0.1

∆tD 0.2

xM0

[

10 0
]T

xS0

[

0 0
]T

Table 5.1: Numerical Values for Measurements of the Neighborhood of Eopt

With the given values, measurements of xM , xS , ‖xM − xS‖ and
∫

‖xM − xS‖ are depicted
versus varying E in the neigborhood of E = 0 in Figure 5.3
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M

−
x
S
‖d
t

t, E

0.1 0.2 0.3 0.4 0.5 0.5 1.0 1.5 2.0

Figure 5.3: Synchronization Process with Different Approximations of the Largest Eigenvalue

Where the dotted lines represent the behaviour of xS and the non-dotted the one of xM . Most
of the depicted functions seem to achieve complete synchronization, though the estimation of the
largest eigenvalue is greater than zero. The reason for this phenomenon is that the estimated
eigenvalue is an upper bound, and so the actual eigenvalue may be smaller than the estimated
one. Nearly all of the given values of E ≈ 0 enforce a zero eigenvalue. Measurements like these
may be used for parameter optimization, but obviously, the analytical optimization minimizing
the largest eigenvalue results in the same behaviour as the H2 experimental optimization, that
is the

∫

e experiment in Figure 5.3. Some of the functions additionally seem to oscillate whereas
some seem to be damped, and others are nearly instable. Further measurements in bigger scales
and additional output values are needed for exact conclusions. The meaning of the cost function
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depicted in Figure 5.2 is now even more explicit. While low values of E induce a nearly complete
synchronization, overshooting increases with increasing E and is even instable for E = 2. The
synchronization error shows that a H2 optimization gives the same conclusion as the cost function
does. Yet, only synchronizability has been considered and means of stability have been neglected,
although it is well known that instabilities occur for E < 0. Therefore, the Lyapunov exponents
of the system have to be computed, again as a function of E to optimze the control further. Since
the system is linear and its first variation is also linear, the set of L equals

L = σ

([

0 1
−C −D

]

+Ω

[

0 0
E F

])

(5.20)

And because only max (L) is relevant to means of stability,

max (L) =
ΩF −D

2
+

√

Ω2

(F2

4

)

+Ω

(

E − FD
2

)

+
D2

4
− C (5.21)

The values for max (L) < 0 as function of Ω, E are to be analyzed. The corresponding plot is
shown in Figure 5.4:

m
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(L
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−10

Figure 5.4: Optimization Function of the Lyapunov Exponent

The figure shows that the synchronized region is unbounded to the negative s-plane. This
fact simplifies the optimization, since a bounded region for negative max (L) would have enforced
an analyzation of the smallest eigenvalue. Nevertheless, the smallest eigenvalue could also be
computed out of the interval optimization in 4.1. Now the interpretation of this equation is that
the eigenvalues of the coupling matrix have to be non-positive and E has to be positive. In essence,
this information only means that the feedback provided in the loop of the Smith Predictor has
to be negative. Or, in other words, that K has to be positive, since K could as well be used
for tuning of coupling parameters. In general, it is important that the whole coupling tuning
demonstrated in this section can be applied equally to the tuning of controllers, imagining that K
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is a vector that amplifies E and F seperately. Summarizing the optimization results, KE and KF
have to be positive to ensure stability and small enough to ensure synchronization, that is also a
matter of stability since the master system is stable. Though the given criteria are sufficient to
replace experimental optimization, the largest eigenvalue is still an approximation and the exact
synchronized and deeply stable region has to be found experimentally. Now, using the second
theorem of Mori, a precise bound may be found without the need of experiments. Since ℜ (ς) is
known, ℑ (ς) is needed. The eigenvalues of

[

0 0
E F

]

−
[

0 E
0 F

]

=

[

0 −C
C 0

]

(5.22)

are σ
(

L−LT
)

= {+jE ,−jE}. By that, the matrix measure is µ2 (−jΓt ⊗B CK) =

1
2

(

−F
3 +

√
2.7̄F2 + 1.6̄E2

)

=
√

5
12E . Hence, it is trivial to denote ℑ (ς) =

√

5
12E+1.8

√

(E2 + F2).

Now that the interval [0 + 0j, ς] is completely defined, the substituted matrix eigenvalues are
needed. The set of eigenvalues of L is σ (L) = {0,F} so that the final synchronizability crite-
rion (4.76) holds, if

ℜ
(

F
(

−1

4
+

√

−3

8
+

3

2

(

e−2∆tD [0+0j,ς] − e−∆tD [0+0j,ς]
)

))

= ζ < 0 (5.23)

This condition can be investigated by plotting the parameter plane [0 + 0j, ς] versus ζ and com-
paring the examples to the synchronization bounds of Figure 5.3. Therefore, ζ is computed for all
values within [0 + 0j, ς] in a matrix versus varying ∆tD and E in Figure 5.5.

ℜ (ς)

E = 0.1 0.4 0.7 1.0 1.3

ℑ (ς)

ζ

∆
t D

=
1.
0

0.
6

0.
4

0.
2

0.
1

Figure 5.5: Eigenvalues within the Instable Plane in a Matrix of Delay and Coupling Parameter
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In Figure 5.5, the zero plane in ζ is marked with a black line on each projection. Obviously
there are two maxima arising as ∆tD and E increase. The first one is local, and looks rather soft
compared to the second one. This does not mean unsynchronized or instable behaviour, compared
to the results of Figure 5.3. However, there is no doubt about instabilities occuring for growing
∆tD and E . Another notable fact is that the first, soft maximum, decreases again as E grows on,
whereas the harder maximum, that is hereafter called global for all ∆tD and E , whereas the single
maxima are called global for all ς, keeps growing in each direction of increasing ∆tD and E . It may
be possible to consider only the global maxima for all ς for all ∆tD and E and span a parameter
plane to find global maxima of ζ in all ∆tD and E . The result is an analytical function of boundary
synchronizability / stability ∆tD (E) or E (∆tD), respectively, that is depicted in Figure 5.6.
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Figure 5.6: Global Maxima in ζ for all ς versus E and ∆tD

The soft maxima are the ones arising directly at zero whereas the hard maxima are those
aventually leading to the global maximum at the top. Though the soft maxima are already defined
to be unstable by Mori, the subjective analysis of the measurements in Figure 5.3 leads to the
conclusion that real unstable, unsynchronized states occur for the hard maximum. For example,
there are hard maxima for ∆tD = 0.2 in the region of E ≈ 2, and the experiment in Figure 5.3
shows unstable and unsynchronized behaviour for theser values. To prove this conclusion, that yet
only appears in one point of the plot, further measurements with different delays have to be made.
The results of these measurements are shown in Figure 5.7.
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Figure 5.7: Synchronization Process with Different Delays

It seems that both cases of ∆tD tend to be unsynchronized for the case E = 1.3. This statement
agrees with the analytical results of Figure 5.6, because both cases are clearly within the region
of hard maxima. In the given case, clearly, the curve of hard maxima arising in the ∆tD, E plane
may be used as design boundary. This curve, in addition, is simple enough to be used for online
parameter tuning for varying ∆tD, in case that bigger E grant higher efficiency for the system in
any special way.

5.3 Clock Synchronization

A simple Hamiltonian walk of four components is considered. Let all components have distinct
inner clocks according to offset and drift. The components will be connected one after the other
and in the end, one connection will be cut off. The measurement uses numerical values for the
inner clocks, that are given in Tabular 5.2:

i κi ∆tOi
connection time disconnection time

1 1.1 7 0 none
2 1.2 13 6.104 none
3 1.3 5 10.27 20.35
4 1.4 1 14.59 none

Table 5.2: Numerical Values for Clock Synchronization Measurement

The best way to depict the results of this simple experiment is evaluating inner clocks versus a
neutral clock. The respective curve is shown in Figure 5.8:
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1 and 2 are connected,
2 synchronizes with 1

2 and 3 are connected,
3 synchronizes with 1 and 2

3 and 4 are
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with 1, 2 and 3

2 and 3 are
disconnected,
4 synchronizes
with 3

Figure 5.8: Inner Clocks Versus a Neutral Clock in Measurement of Clock Synchronization

One can see that all inner clocks always adopt to the clock of node 1 and that it takes only one
step each to achieve synchronization. As soon as one of the connections is cut off, smaller Eulerian
walks are formed. Each of them as its own 1 node and its own drift and offset, but all elements
within one walk are completely synchronized.



64 5 Experiments



6
Conclusions

The thesis has reproduced the fundamentals of predictive control and the theory of synchroniz-
ability. A new interpretation of the delay measurement protocol has been introduced, its principle
has been proven using a continuous representation of its algorithms, and its network topology has
been altered to grant functionality in the case of certain failures. These Hamiltonian walks can be
computed in a new algorithm. The structure composed of network topology and the delay measure-
ment protocol can be used to provide numerical values for delay length at any time to compensate
for the fragility of the Smith Predictor to inaccuracies in delay modelling. The Smith Predictor
was then altered in its reference by using another model that was designated to be monitored in
realtime instead of the delayed plant. The solutions to the transcendental dynamic equations of the
resulting control have been analyzed by using the Lambert W function. The results of the modal
analysis declared the Smith Synchronization inapplicable for the monitoring of systems which dy-
namics are fast compared to the length of the delay. However, stability criteria for the coupling
terms have been derivated and simplified using the stability theorems by Mori, the theorem on the
latent roots of block matrices by Williamson, the theorem on constraint optimization by Lagrange,
and the theorem on symmetric polynomials by Newton, also known as the Newton identities. The
failing of the Smith Synchronization was then used as an opportunity to optimize coupling coeffi-
cients to enforce synchronizability for the coupling matrices. Therefore, Bigg’s Algorithm was used,
that is a Quasi-Newton method with an optimization for the first local derivative using quadratic
programming. The numerical results were interpreted to conjecture a generic lemma on the form
of the coupling matrices that was then again proved using the Lambert W function. The results on
the coupling coefficients were then used to shape a block diagram for a control that was named the
Zero Row Sum Negative Trace Control, due to the lemma on its coupling matrices. The control
was nevertheless only suited for autonomous systems. The failings of the Smith Synchronization
and the Zero Row Sum Negative Trace Control lead to the formulation of a conjecture.

Conjecture. A matrix ∈ R
3 that holds synchronizability criteria for two rows but uses one aux-

iliary row can be found. These constraints can be applied to the optimization of the Zero Row
Sum Negative Trace Control, revealing a structure that grants synchronizability for two of its sub-
systems and a possibility to acces it with an input. The result is a control that synchronizes two
non-autonomous systems.

The theory on Smith Synchronization was proven in experiments using spatially distributed
computer systems with real delays and simple dynamic systems on every local computer. The ex-
perimental results verified the theory that was deduced in chapter 4. But there are also undiscussed
topics, that could be investigated in further work. On the one hand, only proportional controllers
have been analyzed, while integral and derivative controllers have been neglected. On the other
hand, the entire question of robustness, that is the question of models that do not fit the plant
perfectly, has been left out in the discussion on model-plant synchronizability.
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A
Proofs

Proof of Mori’s First Theorem. Consider the systems described by the following linear differ-
ential difference equations:

ẋ = A x+A0 x (t− τ) ∀t ≥ 0

x = φ∀0 > t ≥ −τ
The solution x for t ≥ 0 can be expressed as

x = exp (At)x0 +

∫ t

0

exp (A (t− s))A0 x (s− τ) ds

Evaluating the norm |?|? of both sides of this equation yields

|x?| ≤ ‖exp (At)‖? |x0|? +
∫ t

0

‖exp (A (t− s))‖? ‖A0‖? |x (s− τ)|? ds

Using the well known inequality ‖exp (At)‖? ≤ exp (µ? (A) t) ∀t ≥ 0 and subsituting |x|? = v, the
resulting inequality is

v ≤ exp (µ? (A) t) v0 + ‖A0‖?
∫ t

0

exp (µ? (A) (t− s)) v (s− τ) ds∀t ≥ 0

Now let the integral equation with deviating argument corresponding to the above inequality of
the form be z. This gives the solution to the following scalar differential difference equation:

ż = µ? (A) z + ‖A0‖? z (t− τ) ∀t ≥ 0

Using the comparison theorem with m = 1, the result is

|x|? = v ≤ z∀t ≥ 0

Hence, asymptotic stability of z implies that of x. In general, the solution to the scalar differential
difference equation of the form

ẋ+ ax+ bx (t− τ) = 0

uniquely exists and is asymptotically stable for b ≤ 0 if and only if a > −b ≥ 0. By applying this
result to the well known inequality ‖exp (At)‖? ≤ exp (µ? (A) t) ∀t ≥ 0,

µ? (A) < −‖A0‖? ≤ 0

ensures asymptotic stability for the solution to z and therefore to x.
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Proof of Mori’s Second Theorem. Consider linear time-delay systems described by a differ-
ential difference equation of the form

ẋ = A x+ b x (t− τ) ∀τ > 0

where A,B ∈ R
n×n. Assume l1 = µ (A) + ‖B‖ ≥ 0 and l2 = µ (−jA) + ‖B‖. First, it should be

noted that any norm is readily verified, and thus l2 ≥ 0. Next, the characteristic equation of the
system is rewritten as s = λ (A+Be−τs). Assume that there exists a solution with ℜ (s) ≥ 0 of
the characteristic equation. Owing to the properties of the matrix measure,

ℜ (s) = ℜ
(

λ
(

A+Be−τs
))

≤ µ (A) + µ
(

Be−τs
)

≤

≤ µ (A) +
∥

∥Be−τs
∥

∥ ≤ µ (A) + ‖B‖ = l1

And in a similar manner,

ℑ (s) = ℑ
(

λ
(

A+Be−τs
))

≤ µ (−jA) + µ
(

−jBe−τs
)

≤

≤ µ (−jA) +
∥

∥Be−τs
∥

∥ ≤ µ (−jA) + |B‖ = l2

It should be noticed here that the solutions in s are distributed symmetrically on the complex plane
with respect to the real axis. Thus, all the unstable solutions exist within the rectangular region
[0, l1 + jl2] and its conjugate complex [0, l1 − jl2]. On account of this statement, it is enough to
prove that there are no solutions to s in this region. For this, it can be show that Re (s) < 0 is
satisfied at all points in this region. Substituting z = e−τs, is is possible to rewrite s as

s = λ (A+Bz)

It is known that the right-hand side of this equation is an algebraic function of z and analytic
except at the finite points where the equation in s

f (s, z) = det (sI −A−Bz) = 0

has multiple solutions. However, by regarding its domain as a Riemann surface, it is possible to
consider functions λ (A+Bz) to be analytic in a connected bounded region on the z-plane. No, the
real and imaginary parts of an analytic function in some domain D are harmonic functions, which
are characterized by satisfying Laplace’s equation. The other key result to prove the theorem is the
maximum principle for harmonic functions. The maximum value of a harmonic function on a closed
bounded set D is taken on the boundary of D. The region [0, l1 + jl2] on the s-plane corresponds
to a closed region bounded by a sector and two concentric circles with radii e−l1τ and 1. Evidently,
the boundaries of the region in the s-plane also correspond to those in the z-plane. The maximum
values of the region in the s-plane are taken out of its edges. Snce the complex conjugate of an
eigenvalue of a complex matrix is an eigenvalue of the complex conjugate of the matrix, it is enough
to investigate three edges, to check the maximum value of ℜ (λ (A+Be−τs)) in the regions in the
s-plane. The assumtion of the theorem assert that the real part of λ (A+Be−τs) is negative in
this region, while ℜ (s) is nonnegative in the same region. This indicates that the characteristic
equation has no solutions within the instable region.

Proof of the Newton identities. Consider the elementary symmetric function of x1, · · · , xn

sk =
∑

1≤i1<i2<···<ik≤n

xi1xi2 · · ·xik∀k = 1, 2, · · · , n

and the Newton functions are

pk =

n
∑

i=1

(xi)
k ∀k = 1, 2, 3, · · ·

The Newton identities are

pk +

k−1
∑

i=1

(−1)
i
pk−isi + (−1)

k
ksk = 0∀1 ≤ k ≤ n
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and

pk +

n
∑

i=1

(−1)
i
pk−isi = 0∀k > n

With

f (x) =
n
∏

i=1

(x− xi) = xn +
n
∑

i=1

(−1)
i
six

n−i

since

0 = xk−n
j f (xj) = xkj +

n
∏

i=1

(−1)
i
six

k−i
j

it is possible to state

n
∑

j=1

xk−n
j f (xj) = 0 =

n
∑

j=1

xkj +

n
∑

j=1

n
∑

i=1

(−1)
i
six

k−i
j = pk +

n
∑

i=1

(−1)
i
sipk−i

which are the relations for k > n. For k ≤ n, before describing the suggested derivation, the
notations to be employed have to be defined. Let (a1, · · · , an) where the ai are nonnegative integers
and ai ≥ ai+1, represent

∑

xa1

i1
xa2

i2
· · ·xan

in
where the sum is over all permutations (i1, · · · , in) of

(1, 2, · · · , n) which yield distinct terms. If ai = 0∀i > t, there will be no ambiguity if (a1, · · · , at)
is written instead of (a1, · · · , an). To make the notation simpler, let si = (1i), a sequence of i ones,
and if t ≥ 1, let (t, 1i) = (c1, · · · , ci+1), where c1 = t and cj = 1∀j > 1. To obtain the Newton
identity involving p1, · · · , pk, write t equations, where t = min (k − 1, n):

(k − i) (1i) = (k − i+ 1, 1i−1) + (k − i, 1i) ∀i = 1, · · · , t

If n ≥ k = t+ 1, the last equation is

(1) (1k−1) = (2, 1k−2) + k (1k)

while, if k > n = t, the last equation is

(k − n) (1n) = (k − nm+ 1, 1n−1)

since the symbol (k − n, 1n), having n+ 1 entries, represents the polynomial zero. By multiplying

the ith equation by (−1)
i−1

and adding the equation, the Newton identities are obtained.

Proof of the Williamson Theorem. Let A be a square matrix of n rowns and n columns and
let λ1, λ2, · · · , λn be the latent roots of A, where the λi need not be distinct. Then by a well known
theorem on matrices there exists a non-singular matrix X, which transforms A into a matrix whose
elements in the leading diagonal are the latent roots of A, while all the elements to the left of the
leading diagonal are zero. This may be expressed by the matrix equation

XAX−1 =











λ1 r12 · · · r1n
0 λ2 · · · r2n
...

...
. . .

...
0 0 · · · λn











= Λ

It follows from this relation, that if f (A) is a rational function of the matrix A, of which the
denominatior is non-singular, the matrix X transforms the matrix f (A) into a matrix of the same
type as Λ, where the elements in the leading diagonal are f (λ1) , f (λ2) , · · · , f (λn). Or

Xf (A)X−1 = f (Λ)

where the elements to the left of the leading diagonal in f (Λ) are all zero. If now

B = (Aij) ∀i, j = 1, 2, · · · ,m
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denotes an m-rowed, square matrix all of whose elements are n-rowed square matrices Aij , B is a
square matrix of order mn in the elements of the matrices Aij . If

Y = (Xij) ∀i, j = 1, 2, · · · ,m

is a matrix of the same type as B, where Xij = 0, if i 6= j, and Xii = X, then by simple
multiplication

Y BY −1 =
(

XAijX
−1
)

In particular, if Aij = fij (A) be rational functions, whose denominators are non-singular, of the
original matrix A, then

C = (fij (A)) = M [A]

is an nm-rowed square matrix of the same type as B. It follows that

Y CY −1 =
(

Xfij (A)X−1
)

= (fij (Λ)) = D

Accordingly the latent roots of C are the same as the latent roots of D. But the latent roots of
D are the roots ofthe equation |D − λI| = 0, obtained by equating the determinant of D − λI to
zero. If ∆ denote the determinant of D − λI and if, for brevity, the element in the ith row and
the jth column of ∆ is indicated by (i, j), it follows that

(sn+ a, rn+ i) = 0∀a > ir, s = 0, 1, · · · ,m− 1

(sn+ i, rn+ i) = fs+1,r+1 (λi)− δrsλ∀i = 1, 2, · · · , n
From ∆ a new determinant ∆′ is formed by taking for the rows and columns of ∆′ in succession
the

1st (n+ 1)th (2n+ 1)th · · · (n (m− 1) + 1)th
2nd (n+ 2)th (2n+ 2)th · · · (n (m− 1) + 2)th
...

...
...

. . .
...

nth 2nth tnth · · · mnth

rows and columnds of ∆. Thus, ∆′ is a determinant in which all the elements in the first m
columnds vanish except those in the first m rows. All the elements in the second m columns vanish
except those in the first 2m rows, and in general all the elements in the ith set of m columns
vanish except those in the first im rows. Therefore ∆′ is the product of the n determinants formed
fromthe first m rows and the first m columns, from the second m rows and the second m columns,
etc. But the determinant formed from the kth set of m columns, and the kth set of mR rows of
∆′ is

∣

∣

∣

∣

∣

∣

∣

∣

∣

f11 (λk)− λ f12 (λk) · · · f1m (λk)
f21 (λk) f22 (λk)− λ · · · f2m (λk)

...
...

. . .
...

fm1 (λk) fm2 (λk) · · · fmm (λk)− λ

∣

∣

∣

∣

∣

∣

∣

∣

∣

or shorter |frs (λk)− δsrλ| ∀r, s = 1, 2, · · · ,m. Hence

∆′ =
n
∏

k=1

|M [λk]− λI|

But, as ∆ differs from ∆′ by at most a sign, ∆′ = 0 is equivalent to ∆ = 0 and accordingly the
latent roots of D and therefore the latent roots of C are the nm roots of the n equations obtained
by equating the n factors |M [λ]− λI| in turn to zero.



B
Source Codes

Symbolic Computation of the Modal Matrix

1 %This a l gor i thm computes the modes o f a smith synchron i za t i on
2 %af t e rwards the matrix o f the d i f f e r e n c e s o f the master and s l a v e modes

i s
3 %computed .
4
5 clear workspace
6 clear a l l

7 clc

8 syms w1 w2 K T t n
9 E=[0 0 0 ; 0 w1 0 ; 0 0 w2 ] ;
10 W=[1 1 1 ; 1 0 0 ; 1 ( (K∗T) /(2) )+sqrt ( ( ( (Kˆ2) ∗(Tˆ2) ) /(4) )−1) ( (K∗T) /(2)

)−sqrt ( ( ( (Kˆ2) ∗(Tˆ2) ) /(4) )−1) ] ;
11 X=inv (W) ;
12 A=W∗E∗X;
13 B=A∗ ( ( 1 ) /(T) ) ;
14 DELT=[0 0 0 ; 0 0 0 ; −K K −K] ;
15 C=B−DELT;
16 L=C∗ t ;
17 [V,D]=eig (L) ;
18 F=exp(D) ;
19 F(1 , 2 ) =0;
20 F(1 , 3 ) =0;
21 F(2 , 1 ) =0;
22 F(2 , 3 ) =0;
23 F(3 , 1 ) =0;
24 F(3 , 2 ) =0;
25 ZZ=V∗F/V;%Matrix o f the time s o l u t i o n o f form x ( t )=ZZ∗xT0 where [ 0 ,T]

i s the preshape i n t e r v a l
26 d=ZZ ( 1 , : )−ZZ ( 2 , : ) ;%mode d i f f e r e n c e between master and s l a v e . t h e s e

e lements are the ones we would l i k e to transform to the nu l l s p a c e
by mu l t i p l i c a t i o n wi th the preshape vec t o r . the goa l i s t h e r e f o r e d
∗xT0=0

27 d=subs (d ,w1 , lambertw (2 , sqrt ( ( ( (Kˆ4) ∗(Tˆ4) ) /(4) )−(Kˆ2) ∗(Tˆ2) ) −(((Kˆ2) ∗(T
ˆ2) ) /(2) ) ) ) ;%su b s t i t u t e the lambert f unc t i on wi th the s e r i e s f o r
the primary branch
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28 d=subs (d ,w2 , lambertw (2 ,− sqrt ( ( ( (Kˆ4) ∗(Tˆ4) ) /(4) )−(Kˆ2) ∗(Tˆ2) ) −(((Kˆ2) ∗(
Tˆ2) ) /(2) ) ) ) ;

Remaining Error for a Zero Row Sum Negative Trace Representation

1 function [ d e l t o i d ] = e r r d e l t a ( parm )
2 %func t i on [ d e l t o i d ] = e r r d e l t a ( parm )
3 % computes the error f o r a zero row sum nega t i v e t race matrix .
4 % The a l gor i thm r e c e i v e s the 6 v a r i a b l e matrix e lements as input and

puts
5 % out the o v e r a l l e r ror remaining f o r both matr ices r e s u l t i n g in a

zero
6 % row sum nega t i v e t race coup l ing
7 a=parm (1) ;
8 b=parm (2) ;
9 c=parm (3) ;

10 d=parm (4) ;
11 e=parm (5) ;
12 f=parm (6) ;
13 global Tglob
14
15 syms a11 a12 a22 a21 b11 b12 T
16 A=[a11 a12 ; a21 a22 ] ;
17 B=[b11 b12 ; 0 0 ] ;
18 eB=expm(B∗T) ;
19 [VargW,DargW]=eig (A∗T∗eB) ;
20 W=VargW∗ lambertw (DargW)/VargW;
21 U=(W/T)+B;
22 d1=abs (U(1 , 1 )+U(1 , 2 ) ) ;
23 d2=abs (U(1 , 1 )+U(2 , 1 ) ) ;
24 d3=abs (U(2 , 1 )+U(2 , 2 ) ) ;
25 d4=abs (U(2 , 2 )+U(1 , 2 ) ) ;
26 e r r=d1+d2+d3+d4 ;
27 d e l t o i d=double ( subs ( subs ( subs ( subs ( subs ( subs ( subs ( err , a11 , a ) , a12 , b ) , a21

, c ) , a22 , d) , b11 , e ) , b12 , f ) ,T, Tglob ) )
28 end

Stability Test Algorithm for 2× 2 Matrices

1 function [ c , ceq ] = s t ab l e ( parm )
2 %func t i on [ c , ceq ] = s t a b l e ( parm )
3 % puts out the s t a b i l i t y ( trace−s t a b i l i t y ) o f the coup l ing terms as
4 % func t i on o f both matr ices
5 a=parm (1) ;
6 b=parm (2) ;
7 g=parm (3) ;
8 d=parm (4) ;
9 e=parm (5) ;

10 f=parm (6) ;
11 global Tglob
12
13 syms a11 a12 a22 a21 b11 b12 T
14 A=[a11 a12 ; a21 a22 ] ;
15 B=[b11 b12 ; 0 0 ] ;
16 eB=expm(B∗T) ;
17 [VargW,DargW]=eig (A∗T∗eB) ;
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18 W=VargW∗ lambertw (DargW)/VargW;
19 U=(W/T)+B;
20 d1=abs (U(1 , 1 )+U(1 , 2 ) ) ;
21 d2=abs (U(1 , 1 )+U(2 , 1 ) ) ;
22 d3=abs (U(2 , 1 )+U(2 , 2 ) ) ;
23 d4=abs (U(2 , 2 )+U(1 , 2 ) ) ;
24 e r r=d1+d2+d3+d4 ;
25 c=real ( double ( subs ( subs ( subs ( subs ( subs ( subs ( subs (U(1 , 1 ) , a11 , a ) , a12 , b ) ,

a21 , g ) , a22 , d ) , b11 , e ) , b12 , f ) ,T, Tglob ) ) ) ;
26 ceq=0;
27 end

Modal Test Algorithm for 2× 2 Matrices

1 function [ Ud ] = ute s t ( parm )
2 %func t i on [ Ud ] = u t e s t ( parm )
3 % Puts out the matrix r ep r e s en t a t i on o f the coup l ing terms as a

func t i on
4 % of the coup l ing matr ices
5 a=parm (1) ;
6 b=parm (2) ;
7 g=parm (3) ;
8 d=parm (4) ;
9 e=parm (5) ;
10 f=parm (6) ;
11 global Tglob
12
13 syms a11 a12 a22 a21 b11 b12 T
14 A=[a11 a12 ; a21 a22 ] ;
15 B=[b11 b12 ; 0 0 ] ;
16 eB=expm(B∗T) ;
17 [VargW,DargW]=eig (A∗T∗eB) ;
18 WDargW=[ lambertw (0 ,DargW(1 ,1 ) ) 0 ; 0 lambertw (0 ,DargW(2 ,2 ) ) ] ;
19 W=VargW∗WDargW/VargW;
20 U=(W/T)+B;
21 Ud=real ( double ( subs ( subs ( subs ( subs ( subs ( subs ( subs (U, a11 , a ) , a12 , b) , a21 , g

) , a22 , d ) , b11 , e ) , b12 , f ) ,T, Tglob ) ) ) ;
22 end

Cost Function for Synchronizability of Mass Spring Damper Systems

1 %This a l gor i thm computes the parameters and co s t s o f the un s t a b l e
parameter

2 %f i e l d
3 clc

4 clear workspace
5
6 f =0.1 ;
7 e=2;
8 T=0.2;
9
10 l1max=−( f /6)+sqrt (0 .7044444∗ f ˆ2+0.4166666∗ e ˆ2)+1.8∗ sqrt ( f ˆ2+e ˆ2) ;
11 l2max=0.6455∗ e+1.8∗ sqrt ( f ˆ2+e ˆ2) ;
12
13 l 1 =0 :0 . 01 : l1max ;
14 sub1=l1max /0 .01
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15 sub2=l2max/sub1
16 l 2 =0: sub2 : l2max ;
17
18 L1=meshgrid ( l 1 ) ;
19 L2=meshgrid ( l 2 ) ;
20
21 co s t func=f ∗(−0.25+((3/8)+2∗exp(−2∗T∗(L1’+ i ∗L2) )−2∗exp(−T∗(L1’+ i ∗L2) )−1)

. ˆ ( 0 . 5 ) ) ;
22 co s t func1=f ∗(−0.25+((3/8)+2∗exp(−2∗T∗( i ∗ l 2 ) )−2∗exp(−T∗( i ∗ l 2 ) )−1) . ˆ ( 0 . 5 )

) ;
23 co s t func2=f ∗(−0.25+((3/8)+2∗exp(−2∗T∗( l1max+i ∗ l 2 ) )−2∗exp(−T∗( l1max+i ∗ l 2

) )−1) . ˆ ( 0 . 5 ) ) ;
24 co s t func3=f ∗(−0.25+((3/8)+2∗exp(−2∗T∗( l 1+i ∗ l2max ) )−2∗exp(−T∗( l 1+i ∗ l2max

) )−1) . ˆ ( 0 . 5 ) ) ;
25 c=real ( co s t func ) ;
26 c1=real ( co s t func1 ) ;
27 c2=real ( co s t func2 ) ;
28 c3=real ( co s t func3 ) ;
29 mesh( c )

Search Algorithm for Maxima in Mori’s Parameter Plane

1 function [ maxcost ] = maximalcost ( e , T )
2 %func t i on [ maxcost ] = maximalcost ( e , T )
3 %computes the maximal co s t va lue in the un s t a b l e parameter f i e l d f o r

the
4 %exper imenta l systems se tup
5 f =0.1 ; l1max=−( f /6)+sqrt (0 .7044444∗ f ˆ2+0.4166666∗ e ˆ2)+1.8∗ sqrt ( f ˆ2+e ˆ2)

; l2max=0.6455∗ e+1.8∗ sqrt ( f ˆ2+e ˆ2) ;
6 s t ep s =0.02; l 1 =0: s t ep s : l1max ; sub1=l1max/ s t ep s ; sub2=l2max/sub1 ; l 2 =0:

sub2 : l2max ;
7 co s t func=f ∗(−0.25+((3/8)+2∗exp(−2∗T∗ l 1 ) ’∗ ( cos(−2∗T∗ l 2 )+i ∗ sin (−2∗T∗ l 2 ) )

−2∗exp(−T∗ l 1 ) ’∗ ( cos(−T∗ l 2 )+i ∗ sin(−T∗ l 2 ) )−1) . ˆ ( 0 . 5 ) ) ;
8 c=real ( co s t func ) ;
9 maxcost=max(max( c ) ) ;

10 end
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